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Preface

The International Summer School on Information and Communication Technologies look back now to 5 years'

history. Initiated by foundation IBS researcher and students have joined successful the exchange and cooperation
format. Beside scientific presentations the opportunity to discuss research activities partially demonstrated by case
studies is an ongoing motivation for all participants. Thus foundation IBS have established very successful events
for scientific dialog and cooperation. This idea is supported by Harbin University of Science and Technology
(HUST) as well. Therefore,the summer school 2016 takes place at the well suited campus of HUST.

The program of this year summer school includes an educational part with lectures of invited professors ,research
part with presentations of the participants and work on joint projects and a culture program.

One of the main goals of this international event it to give opportunity to students and researcher of partner
universities to work together during school time actively and freely in frame of science and international
cooperation. By feedback of participants, this goal is reaching well and we are glad that this idea extending from

year to year by different countries.

Prof. Hardt Wolfram

As a new member of this multi-national cooperation mechanism, Harbin University of Science and Technology
was thrilled to extend the warm hug to scholars and students overseas to come. Our confidence and motivation to
hold this session successfully stem from the time-honored friendship and cooperation with TUC,NSTU and MUST.
During the 5-day academic exchanges and discussion,the young talents of respective university show their scientific
strength and creativity , and more importantly, different cultures are provided the chance to inspire and understand
each other,which lay a sound and pleasant tone for the future session.

We believe that through our joint effort,the mechanism will embrace a better tomorrow and add a bright hue to

the national friendship and cooperation!

Prof. Fang Wenbin
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Analysis of Contactless Excitation System

Resonance Compensation

Yan Meicun™ , Wang Xudong™
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Abstract— For the problem that the brush and slip ring of
new energy vehicles' drive motor excitation system may bring
some safe hidden troubles when the car running ,a method of
contactless synchronous motor rotor excitation was pro-
posed ,and the resonance compensation method was adopted
to improve the contactless excitation energy transfer efficien-
cy. The working principle of contactless excitation system
was studied, established the mutual inductance model of
loosely coupled transformer and analyzed the characteristics
of the loosely coupled transformer , presented the design prin-
ciple of contactless excitation power supply resonance com-
pensation system and analyzed the transmission properties of
the contactless energy transmission system. The simulation
and experimental results show that. the series-series reso-
nance compensation can effectively compensate the efficiency
loss caused by contactless transformer's leakage inductance,
increase the current and voltage's amplitude of transformer's
second side. When the power supply works in all resonance
condition, through the resonance compensation can signifi-
cantly increase the transmission efficiency of contactless syn-
chronous motor excitation power supply.

Keywords—  Brushless DC motors, contactless excitation,
loosely coupled transformers, resonance compensation, exci-
tation power supply

I . INTRODUCTION

Due to the existence of electric brush and slip ring in
traditional excited motor, it increases the contact resist-
ance. Along with the increase of excitation current,elec-
tric brush and slip ring are often caused by poor contact
fever. Seriously, it produces fire with burning electric
brush and slip ring. The quality of electric brush affects
the operation stability directly, as the same time with
high failure rate [1 —3]. In this paper, analyses the
theory of contactless energy transmission and puts for-
ward design which is a brand new way of excitation
called contactless excitation system ( CES) that proposes
to instead the traditional excitation. It uses high frequen-
cy power supply switch has loosely coupled rotary trans-
former as the core. On this basis, this paper emphasizes
on loose coupled rotating transformer is studied in the
system. The loose coupled rotating transformer is differ-
ent from the relatively static transformer in the inductive
coupled power transfer (ICPT). Loose coupled rotating
transformer the performance of the power transmission is
the core technology of this method in the contactless ex-
citation system. It is necessary that the whole system and
operation security are due to the good operation [4 —

7].In [8] has the optimal design of magnetic circuit
model transformer for ICPT. Analyses the different wind-
ing peach sticks on the effects of overall performance. In
[9] analyses the adjacent windings and coaxial wind-
ings magnetic circuit model and the corresponding ex-
perimental data is presented. In [ 10 ] introduces the ad-
vantage of the S/SP compensation strategy used in ICPT
system, with the voltage gain and T equivalent circuit
are given at the same time.

This paper studies the working principle of con-
tactless excitation system, the establishment of a
loosely coupled transformer mutual inductance mod-
el, and uses the resonance compensation mode to
improve the contactless energy transmission system
transmission efficiency, we also analyse the principle
of contactless excitation resonance compensation
system and transmission characteristics. Finally
through the simulation and prototype experiment the-
ory are verified [ 11 —15].

IT. CONTACTLESS EXCIATION SYSTEM

The CES is designed on the basis of ICPT. It com-
pared with traditional ICPT system the biggest charac-
teristics are a loose coupled transformer is rotating at
high speed and strict working space size. The transform-
er in the ICPT system is relatively static energy trans-
mission system. A large number of literature at home
and abroad show that the rotating transformer is applied
to the motor magnetic force is a new field. The CES
comprise DC — AC convertor, loose coupled rotating
transformer, AC — DC convertor and exciting windings.
The switching power supply of the CES adopted isolation
type DC — DC converter. Its core is loose coupled rota-
ting transformer with the function of isolation. The trans-
former can be used to replace the excitation system of
collector ring and brush, realize the real meaning of
brushless excitation. The CES brushless excitation sys-
tem is shown in Fig. 1. The whole CES is a high fre-
quency switch power supply with special transformer. In-
verter controlled switch tube by high frequency signal.
At the same time, DC power supply is transformed into
high frequency alternating current which is loaded into
the transformer primary coil. Secondary induction of the
transformer induced the high-frequency voltage, getting
through a rectification filtering supply exciting wind-
ings. The secondary windings and iron core of transform-



sBuIp33201d ABOJoUYI3 | UOREDIUNWIOD PUB UORRULIOJU] UO [00YDS JBWWINS 9T0Z SYL|

er are coaxial arrangement with motor rotor. As a result
of loose coupled rotating transformer, when secondary
core rotating with the rotor, the magnetic circuit is al-

most not influenced by any factor. CES eliminate slip
ring and electric brush that repeatedly wear caused by
the defect completely.
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Fig. 1

Secondary core of loose coupled rotating transformer,
rectifier , motor rotor core and exciting winding are coax-
ial. Primary side of the Loose coupled transformer setup
on the motor stator. Controller and inverter are placed in
the stator shell cavity. Common DC bus is arranged on
the stator casing surface. The primary core and seconda-
ry core of the loose coupled rotating transformer are rel-
ative arrangement. The primary core and secondary core
of the loose coupled rotating transformer are designed
between 0.5 mm to 3 mm. Assembly of loose coupled
rotating transformer is shown in Fig. 2.
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Fig.2 Assembly drawing of the contactless excitation system

IT. ADJACENT WINDINGS IN LOOSE COUPLED
ROTATING TRANSFORMER WINDING

The accurate magnetic resistance model and electrical
model can be obtained from the physical layout of wind-
ing topology. Adjacent windings are shown in Fig. 3. The
physical model of winding topology structure of adjacent
is shown in Fig.3(a). In order to increase the magneti-
zing inductance, it is necessary to let the air gap parts in
mechanical performance good as far as possible under
the premise of reducing, winding relative cross-sectional

Contactless excitation system

area to big as far as possible which causes the magneti-
zing inductance is increased. To reduce the leakage in-
ductance value, it requires winding close winding on the
magnetic tank center column. By physical model can be
derived flux path model is shown in Fig.3(b). R, is for

the flux path magnetic resistance. R, is for the air gap

path magnetic resistance. R, and R, are for the coil
magnetic resistance. Magnetic flux path can be concluded
by physical model ,which is shown in Fig.3(b). R, and
R, are for the air gap path magnetic resistance. R, ,R;
and R, are for the coil magnetic resistance. Equivalent

circuit is shown in Fig. 4.

(a) (b)

Fig.3  Adjacent windings topology model
(a) physical model; (b) flux path model
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In loose coupled rotating transformer each part of the
magnetic tank represents a part of inductance. The loose
coupled rotating transformer magnetizing inductance and
leakage inductance can be deduced by the following for-
mula

[ l -
Ly = Ny (e ] (1)
MO#L‘AC l"LOl‘LairAg
l -1
zm:mngq (2)
Moty

where N is the number of the primary windings,/, is the
length of the magnetic circuit,, is the length of air gap,

O O

N
P —

(©)

A, is the cross-sectional area,A, is the air gap cross-sec-
tional area,l, is the length of the equivalent magnetic
circuit, A is the equivalent sectional area.

IV. COMPENSATION STATEGY

For traditional transformer, the coupling coefficient is
usually above 0.9, close to 1. The transformer in CES
belongs to loose coupling system , which the coupling co-
efficient is below 0.9 ,some is even lower than 0. 1, the
more leakage inductance,core work in the magnetization
curve linear part, due to the air gap. According to the
literature above it can get the mapping impedance

joM I
I,

where M is mutual inductance between primary side and
secondary side, R, is mapping resistance, X, is mapping

Z =

T

=R, + )X (3)

reactance, Lg is secondary inductance, L, is primary in-
ductance. R; is load resistance.

There are 4 basic resonance compensation circuits as
shown in Fig. 5.

(b)
Ay / } ™
G0 L, Ly ==C;
(d)

Fig.5 Four basic resonance compensation circuit
(a)SS;(b)SP;(c¢)PS;(d)PP

When secondary side uses the series resonance com-
pensation , the circuit is in a state of resonance.

1

/L<C.

Reflecting impedance can be simplified to
2102

2=, (5)

Four different resonance compensation strategies are
obtained from series compensation and shunt compensa-
tion. In the CES,it determines the working frequency of
the system,and then calculates the compensation capac-
itor vice edge. According to the resonant formula (4 ),

(4)

w =

we can get the capacitor in series compensation

1
Cs = —— (6)
woLs
where w, is the frequency for secondary side resonance.
Secondary side parallel resonant compensat-ion capaci-

tor

LK R
: 2LRw’

By (6) can clearly see that, as the load capacitance
value size into nonlinear change that is not fit for CES.
Series compensation is superior to the parallel compen-
sation for the secondary side in CES. At the same time
mapping impedance is described by Z.. Put(5)into(6)
and(7) ,when secondary side uses the series compensa-

tion
42002
o C;MR
ReZ, = 2 ; 2 - 22 p2 (8)
(0 Cils = 1)" + 0 C3R;,
-0 CM (0’ CiLy — 1
lmZ = w CM (0 CsLg )2 (9)

" (0’Cils - 1) + 0’ CIRY
When secondary side uses the shunt compensation
o'M’'R
: (10)

ReZ, =
TR (0 Cils - 1) + oL

uonesuadwo) 22ULU0SY WISAS UOREBYIDXT SS9|I0BIUOD JO s!sA|euv\
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-0’ M’ [CRI (' CsLg = 1) + L] (11)
R (0’ Cils - 1) +°L}

Re is real part. Im is imaginary part. Set the equiva-

lent total impedance of primary Z,, when the primary

ImZ, =

side with series compensation

Z, = jwL, +,L+Z,, (12)
joC,
When primary side the parallel compensation
zZ, = L (13)
jwCp + —— + 7,
joLy

The real part of Z, is the active power. The imaginary
part of Z, is the reactive power. When @ = w, , the calcu-
lation results can be expressed as shown in Table T .

Table |
EXPRESSIONS OF PRIMARY SIDE CAPACITANCE
Resonant . .
Topology Primary Capacitance
SS c. =1
! wﬁLP
1
Co = —— "
SP o ( I I/ )
0 P Ls
MZ
L. —
PP Cp = bl
P (MZRL)2 +aop (L %2)2
; -
L "L
L
c, =—>r
PS ! ( w,M? )2 272
2 Wy Lp
Ls

Different compensation structures of energy transmis-
sion system have different characteristics, the transmis-
sion power with different compensation mode are gained
by the following formulas

(wMI,)* Uy °R,

s TR S (14)
Uy, ’ U, ZL%
P, = = ‘ (15)
SP RL MZRL
U 2
Py = 2 : 2 (16)
oM R L,
R, M
U,*
P, = 17
T MR, o (L,Ls - M*)? (7

L’ MR,

For analysis the power transmission characteristics of
contactless resonance compensation system, respectively
simulation analysed four compensation circuits under the
condition of primary side input voltage is constant,the

4.

simulation results are shown in Fig. 6.
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Fig.6 Equivalent load and transmission

power curve with different compensations
(a)SS;(b)SP;(c)PS;(d)PP

When the primary side input voltage is a constant val-
ue, the equivalent load obtained power is proportional to
the load with series-series compensation, and inverse to
the load with series-parallel compensation; when the
system in parallel-series and parallel-parallel compensa-
tion, the equivalent load obtained the maximum trans-
mission power under a certain value. Because of the
transmission properties of different compensation sys-
tems are different,so we must choose the most suitable
compensation system according to the experimental de-
mand.



V. EXPERMENTAL RESULTS
AND ANALYSISBG

The power input of CES is 12 V and operating fre-
quency f =100 kHz. LM5035 provides excitation energy
through the primary side which is transferred to the sec-
ondary side by loose coupled rotating transformer. The
power drives the excitation of the secondary side of loose
coupled rotating transformer at high-speed rotation. Due
to the transformer in CES is the loose coupled type,the
rotating transformer exhibits a low-coupling coefficient.
Therefore , it is necessary to add the compensation strate-
gy which can obtain good transmission characteristics.
Type in the adjacent topology winding mode with R =
1 Q and the speed of motor is 3,000 rad/min which has
the similar strain ratio characteristics of tightly coupled
with the air gap is 1 mm. No compensation and add se-
ries-series compensation network secondary voltage
waveform are shown in Fig. 7, current waveform are

shown in Fig. 8.
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Fig.7 The waveform of transformer primary side voltage V,

Tek ¥ %,

I, with SS compensation

>
2
S FOUUE SUUU SUVE FUUUE UUL SUUUE SUUNE VUL SUN SO0
= I, with no compensation
J.‘“fe ,s,h*t ;‘ﬁ M ,@R’\, o) h\x J"‘f‘ oo
T N “*w’ﬂ*\rr"’* ‘%‘w'"i %‘f} VAV AYA".
#(10 ps/div)

Fig.8 The waveform of transformer primary side current I,

From Fig.7 and Fig. 8, we can see that nocompensat-
ion's secondary side voltage is about 9 V and add series-
series compensation network's secondary side is about
12 V. The current of transformer primary side approxi-
mates to sine wave. It has good transmission perform-
ance,at the same time, effectively reduces the influence
of the leakage inductance. With the increase of voltage

in the secondary side it can obtain more transmission
power.

VI. CONCLUSIONS

In this paper, we proposed using loosely coupled
transformer as the core energy transmission part of syn-
chronous motor excitation system,in order to realize the
contactless excitation. Based on resonance compensation
theory , effectively improve the energy transfer efficiency
of contactless synchronous motor excitation system. We
also designed and analyzed the transmission characteris-
tics with different compensation network. By the simula-
tion and experiment research, we verified the series-se-
ries compensation effect of loosely coupled transformer
to leakage inductance, and verified that the energy
transfer efficiency of contactless excitation system is im-
proved.
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Abstract— A new algorithm for nonsmooth optimization in
fixed order robust controller design is proposed by using a
sort of randomized method. This method uses hybrid Particle
Swarm Optimization ( PSO ) to minimize the constrained ob-
ject function subject to controller structures and system sta-
bility conditions. Of particular interest is the case that fixed
order robust controllers design whose optimal function is
nonsmooth and even gradient is not easily computed, but of
locally Lipschitz that a ¢-dominance strategy can be used at
locally minimizes thus a randomized optimization technique
will continue without any gradient information. For this pur-
pose,a hybrid PSO method is first introduced to minimize
the objective function of controller synthesis. Next, a con-
straint handling method is proposed for the fixed structure
robust controller with constraint is addressed based on the
developed method. The proposed method is applied to some
typical benchmark functions and the results of algorithm im-
plementation are compared with a well-known method from
the literature.

Keywords— Robust control, fixed order controller, nons-
mooth optimization, particle swarm optimization

I . INTRODUCTION

Typical applications for robust control design method
results in controllers having high requirements for ro-
bustness to parameter variations and high requirements
for disturbance rejection. The controllers that result from
these algorithms are typically of very high order thus un-
acceptably high for large system. However, if a con-
straint on the maximum order of the controller is set,
that is lower than the order of the plant, the problem is
no longer convex and is then relatively hard to solve.
These problems become very complex, even when the
order of the system to be controlled is low. Many re-
searchers were now focused on the issue of finding effi-
cient methods to solve this hard problem. In Gahinet and
Apkarian, it was shown that in order to find a reduced
order controller using the LMI formulation, a rank con-
straint had to be satisfied [ 1]. The fixed order robust
control problem was considered in the further research,
where in each iteration a convex SDP was solved in or-
der to find a search direction [2]. Then a multi-direc-

tional search approach was considered that did not use
the LMI formulation, and it seems better fitted to handle
systems with large dimensions[ 3 ]. In Blanchini,the ap-
proach to overcome this problem is that directly obtain a
popular controller with low order such as PID and Lag-
lead [4]. In Calafiore and Campi, the fixed order robust
control problem based on randomized method was pres-
ented which take inherently NP-hard into consideration
[5]. In recent years,the PSO has been considerable lit-
erature on optimization problem whose objective function
subject to constrains. Therefore , if the PSO can be uti-
lized for fixed order controller design, it would be a
great help for practical control engineering[ 6 ]. Howev-
er, the difficult to extend these methods to a broader
class of fixed structure controller design because they
strongly depend on the control specific. More important-
ly, since many of the existing methods require in depth
knowledge of intelligence computation and robust con-
trol theories,these are not easy to master for most engi-
neers in industrial fields. Therefore , these motivates the
use of an easy-to-use controller design based on efficient
special purpose algorithms that can solve the more gen-
eral framework of problems.

Previously,we have developed a nonsmooth optimiza-
tion technique to solve H synthesis problems by using
the Clarke sub-differential and the steepest descent
method [ 6 ]. The method shows empirical evidence of its
superiority in solving a variety of nonconvex and nons-
mooth optimization problems. The purpose of this paper
is to develop an intelligent computational algorithm
based on randomized method for fixed/reduced structure
robust controller. The main tool proposed to achieve this
is a hybrid PSO,in which each particle's neighborhood
is constructed with a g-dominance strategy thus results
from social learning. The PSO with embedded constraint
handling method is proposed. Since that is difficult to
guarantee the convergence due to the probabilistic na-
ture of PSO, we present numerical results that demon-
strate the effectiveness of the algorithm for robust con-
troller design.
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II . HYBRIDPARTICLE SWARM
OPTIMIZATION AND £-DOMINANCE
STRATEGY

Constrained robust controller design isknown as a
complex complexity optimization. To solve this problem,
it is required to not only provide effective solution algo-
rithms aimed at nonsmooth and nonconvex functions, but
also make full use of the human intelligence and knowl-
edge-based method in order to make full use of their re-
spective advantages. This section firstly deeply analyzes
search mechanism and convergence of PSO that would
helpful for constructing extended PSO algorithms. Then,
the PSO was explored by using differential analysis and
Laplace transform into first order inertial element and
second order oscillation element and its convergence re-
glons are analyzed based on the spectral radius and Lya-
punov stability theorem [ 7 ]. Finally, a g&-dominance
Strategy is introduced into the PSO algorithm for con-
strained nonsmooth function which is developed to solve
H_, synthesis problems.

A. StandardParticle Swarm Optimization

Ageneral particle swarm model consists of a swarm of
particles moving in a d-dimensional search space where
the fitness f can be calculated as a certain quality meas-
ure. Each particle has a position represented by a posi-

tion-vector ;i(i is the index of the particle) ,and a ve-

locity represented by a velocity-vector ;i. The position
of i-th particle and its velocity are denoted respectively,
as x, (t) = (=« ,:vciz,'“,a«cij)'r e R and v, (1) =
(v, ,viz,---,vij)'r e R, where i € (1,2, --,d). Each

particle remembers its own best position so far in a vec-

tor p,,and its j-th dimensional value is p;. The best po-
sition from the swarm thus far is then stored in a vector

;i ,and its j-th dimensional value is p ;. During the itera-
tion time ¢,the update of the velocity from the previous
velocity is determined by Eq. (la). Subsequently, the
new position is determined by the sum of the previous
position and the new velocity by Eq. (1b)

v (1) =wv(t =1) +c;r (p(t =1) —w,;(t = 1)) +
ey (py(t =1) —x;(1 = 1)) (1a)
w0, (1) = w;(t = 1) +0,(t) (1b)

where r, and r, are the random numbers, uniformly dis-

tributed within the interval [ 0,1 ] for the j-th dimension
of i-th particle. ¢, is a positive constant termed as the
coefficient of the self-recognition component,c, is a pos-
itive constant termed as the coefficient of the social
component. The variable w is the inertia factor, for
which value is typically setup to vary linearly from 1 to

0 during the iterated processing. From Eq. (1a) ,a par-

ticle decides where to move next, considering its own

experience , which is the memory of its best past posi-
tion , and the experience of its most successful particle in
the swarm. The particle swarm algorithm can be de-

. 8-

scribed generally as a population of vectors whose traj-
ectories oscillate around a region which is defined by
each individual's previous best success and the success
of some other particle. The more detail of PSO algorithm
can be found in [8]. The PSO requires only a few lines
of computer code to realize algorithm. Besides, it is a
sample concept which is easy to implement.

B. First Order Inertial Element
Observing Eq. (1a), the particles decide where to
move next,considering its own experience , which is the
memory of its best past position, and the experience of
its most successful particle in the swarm. We split the
three terms in Eq. (1a)into three equtions

vy (1) = xywvy (¢t = 1)

vi(t) =xoer (py(t = 1) —x;(t =1))  (3)
”;<t> =X3czr2(Pg,'(t_1) _xij(t_l)> (4)

where y, , x, and y; are the component constants within

(2)

the interval [0,1].Let A, =x,w,A, =x,c,r, and A; =
X3C2T, reduce to a single dimension, and refer to
Eq. (1b) ,Eq. (2)to Eq. (4) can be deformed into one
velocity equation and two difference equations as follows
”;(t) =/\|Uij<t_1> (5)
vi(t) = a7 (t) —x5(t=1) =

/\z(p;/(t -1) - x[j(t -1))
vi (1) = x;(1) —a(e = 1) =
As(pg(t =1) —x; (¢ = 1)) (7)
Applying the Laplace transform to Eq. (3) and

Eq. (4) ,yield Eq. (8)and Eq. (9)

(6)

Xi(s) _ A,

Gi(s) = P.(s) s+ A, (8)
Xi(s) _ As

G2(s) = P,(s) TS+ A, (9)

Taking the inverse Laplace transform, we can obtain
Eq. (10)and Eq. (11)
g (1) = k%ﬁ]{01<5)} = )\zeﬁ\z[ (10)
(1) = LG ()| = e ™ (11)
As illustrated in Eq. (5) ,the velocity of the particle
in the swarm model implies the inertial element. When
A, <1, the velocity would be decreased gradually. The
trajectories also contain inertial elem ent in a short time-
step, as described in Eq. (10)and Eq. (11). The oscil-
lation element leads the particles to explore some new
search space,which would be discussed in the next.

C. Second Order Oscillation Element
By adding a time step in Eq. (1a)and Eq. (1b). The
velocity and position varying process yield an equiva-
lent, second-order difference Eq. (12a)and Eq. (12b)
v;(t+1) + (eyry +eyry —w =1)v,; (1) +wv, (1 -1) =0
(12a)

x(t+1) + (eyry +eyry —w — 1), (¢) +wx;(t = 1) -

erp;(t) _Czrng(t> =0 (12b)
Taking the Laplace transform of Eq. (12b), we can
obtain Eq. (13)as



X.(s) = @sP.(s) + @sP, ()
l S+ (@ vy —w—1)s +w

(13)

where ¢, =c,r, ,@, =c,7, and ¢ =@, + ¢,. Eq. (13) can
be split into two parts and rewritten as

_ Xi(s) _ T
Al P By PSS § R
(14a)
_ X, (s) _ 28
R O B S P
(14b)

where 7, =x,¢,,7, =x,¢, and x,, x, are the component
constants within the interval [0,1].

If (¢ —w—1)"=4w, applying the inverse Laplace
transform to Eq. (14a) ,we have

gi(t) = 276G ()} =

%ﬁllcosh( (¢ —w—-1)° —4w£)_
2

T,€

T e-w-1 e

(o —w—-1)" —4w
sinh( (gp—w—l)2 —4wt)
2
If (¢ —w—1)" < 4w, applying the inverse Laplace
transform to Eq. (14a) ,we have

g (t) = 276 (s)} =

Tle_y%tcos( Vg -w=1)° _4wt)_
2

o-w-1
-

(15)

T e-w-1 e

(o —w—-1) 4w
sin( V(g —w-1)> —4wt)
2
The first order inertial element is helpful to maintain
the stability trajectory and algorithm convergence,while
the second order oscillation element trends to explore
some new search spaces for the better solutions. The
tradeoff between exploration is the variety of algorithms
game on global optimization performance,e. g. ,accura-
cy and convergence speed of optimization algorithms.
The Eq. (la) and Eq. (1b) are rewritten in state-
space form

o-w-1
-

(16)

ol-

v, (1 - oy,
[x;j(i - ]1;] d

To describe

rewritten as

X(t) =AX(t-1) +BU(t -1)

w0 = [l =[]

A = [w — ¢ =G, ]
w 1 -c¢r —-cr,

6 TG, ]

1 —c¢ry —cyr,y
(-1

AR

in a briefl way, the equation is

Gy Gl

(17)

where

B = [Clrl

Czrz]
aGr

1)

Here,p(A) <1 represents the spectral radius of ma-
trix A which determine convergence rate. By using the
spectral radius and Lyapunov stability theorem,the nec-
essary and sufficient condition of convergence for PSO is
represented that,when w and ¢,r, +¢,r, are constants,the
PSO algorithm converges if and only if 0 <¢,r; +¢,r, <
2w +2 and w <1 are satisfied together.

D. g-dominance Strategy for PSO
The conception of g-dominance was proposed by Za-
hara,and is defined as;if a decision vector x; € {2 is &-
dominated by another decision vector x; e £2 that must
meet one of the following requirements [ 9]
1i (%) /(1 + &) < f(x)
Vk=1,2,---,N
fk(xj>/(1 +e&) < fi(x,)
at leasta bk =1,2,--- N

A g-dominance strategy is introduced , thus a modified

(18)

computation method of nonsmooth function and an alter-
able PSO are put forward, which improve the conver-
gence speed of the algorithm and the diversity of the
particles.

A general optimization problem of robust control is
given byan objective function f( k) ,which is to be opti-
mized with respect to the controller design variablex.
Besides, kconsists of m particles ( k,, k,, ***, k,, ) to
search an optimal solution k* of f(k). k™" denotes
the best previously obtained position of the i-th particle,

and k""" denotes the best position in the entire swarm
at the current iteration k
k" = argmin{f(x;),0 <j <kl (19a)
Kij
best, k . .
swa‘rm = arg min {f( Kik) ’ V L% ( 19b)
Kik

Here, f(k;) =f (k;)/(1 + &) and f(k;) =
fi.(k;)/(1 + &). The g-dominance strategy can help
f(k) to remove Pareto solutions which are close togeth-
er. The goal of integrating g-dominance strategy and
PSO is to combine their advantages and avoid disadvan-
tages. For example, £-dominance strategy is a very effi-
cient local search procedure but its convergence is sen-
sitive to the & selected value. PSO belongs to the class
of global search procedures but requires much computa-
tional effort.

Consider the real robust control synthesis, it is crucial
to take the given constraint conditions into account. The
optimization problem f( k) subject to multiple constraint
conditions is mathematically formulated as follows

Sk = I T (K) 0 K & Hix;) (20)
where K e H( k) represent the structural constraints on
the robust controller. In next section, the original con-
strained optimization problem in Eq. (20) can be modi-
fied into an unconstrained problem. We extend our pre-
vious work on the PSO to develop a nonsmooth tech-
nique to compute the g-dominance solutions.
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1. NONSMOOTH OPTIMIZATION FOR
ROBUST CONTROL SYNTHESIS

The main idea of constrained robust controller design
is to solve H_ synthesis by trying to solve the optimiza-
tion problem (20). As mentioned in the above section,
the necessary and sufficient condition of convergence for
PSO algorithm with £-dominance strategy is already ana-
lyzed. Now , a numerical nonsmooth method is presented
for solving the objective function in optimization prob-

lem(20).

A. Constraint Handing Method

A constraint handling methodsis introduced, which
can be embedded in hybrid PSO and g-dominance strat-
egy. Dong et al. proposed constraint fitness priority-
based ranking method [ 10 ], and introduced a constraint
fitness function Wf( k) for constraints,and it is compu-
ted from both inequality and equality constraints as fol-
lows.

Without loss of generality, the constrained optimiza-
tion problem f ( k) for robust controller design in
Eq. (20) can be rewritten in the following canonical form

Sk))win = I T, .(K) ||,
g (k) <0 D

subject to h, (k;) =0,
where structural constraints H( ;) in Eq. (20) with m
equality constraints and n inequality constraints. Then,
the structural constraint H(k;) is set as

1o = [y 2ol

Re[A,..( > &;)]
= rank K — k (22)
1T, (K)o = ys

(1) For equality constraints h, (k;) =0
15 ifhm(Ki,j> :0
‘ hm( ng) ‘

s {1‘ (1)
max Klj

if h, (k;) #0
(23a)

(2) For inequality constraints g,(k;) <0

1’ lfgm<K1]) go

‘ gm( K;j) ‘

Wrt<Kij) = {1 _
gma\(K”) ’

(23b)
The constraint fitness function evaluated at point k; is
equal to the weighted sum of the W, + W, ,as defined be-

low

m+n m+n

Zkak(Kg)azwk
k=1 k=1
=1, 0sw, <1VYEk (24)

where w, is a randomly generated weight for constraint

Wi (k)

k. In that case, the original constrained optimization
problem in Eq. (21) is modified as the unconstrained
forms. The constraint handing method is quite easy to
use and this method does not introduce any additional

.10 -

decision variables such as the coefficients of the aug-
mented Lagrangian method.

B. Nonsmooth Robust Controller Design Technique

Here we present a design procedure of fixed/reduced
structure robust controllers satisfying the given perform-
ance specifications based on the hybrid PSO algorithm
developed in last subsection. Note that it is straightfor-
ward to obtain the desired structured controller if we
solve the optimization problem in Eq. (20) by using the
PSO tool, which is the main contribution of this paper
and can be easily verified in multiple robust controller
design.

Given a linear time invariant( LTI ) system as follows

x A B, B,=x
R E
y ¢, D, 01y
And find a static output as
u=K(s)y (26)
Such that
K = Ci(sI - Ay) "B + D
a(K) = max{Re(A)}< 0 (27)

rank K<k

where a dynamic output feedback K(s) is stable,if and
only if a(K) <0. a(K)is the spectral abscissa of a ma-
trix,and A is eigenvalue of matrix. Rank K<k is fixed/
reduced structured condition. The objective function of
the optimization problem is difficult to solve,due to the
nonsmoothness of function f(k;) in Eq. (20),as we
known that H( k) is the set of stabilizing K(s). Find-
ing the K(s) that minimize || T, ,(K) | . is the same
as finding minima of k; in Eq. (21).

Briefly, the main optimization algorithm for problem
(21) consists of following steps.

(DInitialize number of particles k; and the algorithm
parameters w,c, ,c, Ty ,T5 1.

(2)Set initial position «,(,) and the velocity v,(t,).

(3Compute individual and social influence.

@Use constraint handling method and compute posi-
tion x; (¢ +1) and velocity v,(¢ + 1) at next iteration.

®Apply e-dominance strategy to k() and compare
filk) /(1 +&) with f, , (k;).

(©Evaluate fitness function of Eq. (24).

If the candidate solutions areacceptable multiple min-
ima and the robust conditions holds go to(7).

Else ,update position «x; (#,) and velocity v, (t,) and
go to (3).

(DPrint solutions.

If the particles k;(t) have converged,then halt.

Else ,update position x,;(#) and velocity v,(#) and go
to (3).

Therefore , all we have to do is to solve Eq. (21),
Eq. (25),Eq. (26),Eq. (27 ) using the above defined
S(k;)  h, (k;) and g, (k;) via the hybrid PSO algo-
rithm. To a certain extent, the necessary and sufficient
condition of that 0 <¢,r, +¢,r, <2w +2 and w <1 guar-



antee the performance theoretically due to the PSO has
been analyzed. Whereas, it may happen that the algo-
rithm fail to find a feasible solution due to the probabi-
listic nature of PSO. In next section, the proposed hybrid
PSO has been applied to solving several constrained
benchmark functions and some well-known engineering
design problems.

IV. NUMERICAL RESULT AND ANALYSIS

In this section, the hybrid PSO has been applied to
solving several constrained benchmark functions and a
engineering controller design problem [ 11 ]. The algo-
rithm is coded in Matlab 2015b. The numerical exam-
ples of optimizing each of the benchmark functions is
executed in 20 independent runs,with each run iterated
600 times,or until the convergence or a better solution
is found.

During the simulations, it has been found that the
population size has significant effects on the perform-
ance of the hybrid PSO. Table [ shows the search re-
sults of the hybrid PSO with different population sizes
for four benchmark functions G1,G2,G3 and G4[ 12 ],
and it is clearly seen that for the population sizes 15N +
1 and 20N +1 better solutions are found than for 10NV +
1. Therefore ,a population size of 15N +1 is employed in
all subsequent simulations instead of 20N + 1 to de-
crease the number of function evaluations.

Table I contains a summary of the execution results
of the same four benchmark functions, which are com-
pared with those of a genetic algorithm for multi-objec-
tive robust control design and a quasi-newton interior
point method for reduced order H_ controller synthesis.
For the sake of comparison,the table also gives the ref-
erence optimal values. It is seen in Table I that the hy-
brid PSO is competitive against MRCD and better than
QN, but hybrid PSO requires less number of function e-
valuations than the other methods. The hybrid PSO con-
verges in 102,142 ,58 and 72 iterations for solving GI1,
G2,G3 and G4.

The hybrid PSO to solve H_ synthesis problems will
be applied for attitude control system of a satellite
[ 13 ]. The disturbing torques 7, = [T, T, T.],
which consists of gravity gradient torque and solar light
pressure torque with +20% disturbance are given

T, =T, = (2.5 +sinwyt) x10°N-m
T, =0 (28)

The initial state of roll angle is [¢(0) (0)] =
[ -0.8 —0.35]. For sake of briefly presentation, the
system only chooses roll angle channel for robust synthe-
sis. The change of f(k;) ,which is defined as f(k;) =

| T,..(K) ||, for the first 400 s(which corresponds to
about 600 iterations ) are illustrated in The best design
parameter K = {k; } obtained in 188 trials is
K = [—3. 673,0 6.964,4 —1.559,4]
0.586,3 -0.371,3 -0.086
and the corresponding H  performance index is 1. 652 3.
Four different plants G,(s) have been searched with

the same value of robustness parameters, and the simu-
lation results are shown as Fig. 1. It shows that the pro-
posed algorithm can find the satisfactory solutions within
a few time with a high probability of success. From
Fig. 1, the Pareto front obtained by the NSGA-II for
fixed order robust control is more close to the true opti-
mal Pareto front,and the convergence and distribution of
solutions are satisfactory.

Table 1
THE EFrecT OF THE POPULATION SIZE
Hybrid PSO
Pop. Size
10N +1 15N +1 20N +1
Gl Best 0.992,3 0.998,3 0.998,2
Worst | 0.989,8 | 0.990,1 0.989 ,0
Avg. 0.991 ,4 0.994 3 0.997,8
G2 Best -6,6062.8 | -6,932.11| -6,911.2
Worst | —5,643.2 | -6,343.54| -6,265.4
Avg. | -6,254.91| -6,934.23 | -6,899.11
G3 Best 24.453 24.127 24.056
Worst 25.998 25.672 24.733
Avg. 24.897 24.412 24.301
G4 Best 679.22 681.04 680.23
Worst 682.50 681.88 681.34
Avg. 680.43 681.09 680. 83
Table I
TesT RESuLTs OF PSO AND OTHER ALGORITHMS
Algorithms Compare
Optimal value
MRCD ON Hybrid PSO
Gl 1.0 Best | 0.984,0 0.928,7 0.998,3
Worst | 0.952,3 0.976,5 0.990,1
Avg. | 0.981,4 0.932,1 0.994,3
G2|-6961.8| Best | -6,432.1 | -6,678.00| -6,932.11
Worst | -6,001.9 | -6,231.59| -6,343.54
Avg. | —6,391.4 | —6,288.86| —6,934.23
G3| 24.306 | Best 24.361 24.034 24.127
Worst | 25.239 25.777 25.672
Avg. 24.410 24.519 24.412
G4| 680.63 | Best 677.14 692.43 681.04
Worst | 688. 86 712.34 681. 88
Avg. 682.29 698. 09 681.09
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V. CONCLUSIONS

A constrained nonsmooth optimization of robust con-
troller is designed by using a sort of hybrid PSO algo-
rithm , which is simple and easy to implement. First, we
introduce a g-dominance strategy to improve the PSO al-
gorithm in terms of its capacity to search for local opti-
mal solutions,and its necessary and sufficient conditions
of convergence for algorithm are analyzed. Then,the hy-

0.6 0.7 0.8 0.9 1
Sex)
(d)

Convergence property of the robust controller design

brid PSO with embedded constraint handling method is
proposed for solving nonsmooth objective function. Fi-
nally, the experimental results illustrate the attractive-
ness of the algorithm for handling structure constraint.
Practical application of the hybrid PSO method for engi-
neering design problem is positive to promote method to
obtain more accurate, reliable and efficient at locating
global optima than the other alternative.

.13 -

SISSLRUAS [013U0D 3SNqOY Ul UoRezIndO YIOOWSUON 10y WyiHobly 0Sd PUGAH Jusbijjsiu] uy|




sBuIp33201d ABOJoUYI3 | UOREDIUNWIOD PUB UORRULIOJU] UO [00YDS JBWWINS 9T0Z SYL|

ACKNOWLEDGMENT

This work was supported in part by the Academy of
Finland under Grant 135225 and Finnish Funding A-
gency for Technology and Innovation( TEKES).

REFERENCES

[1] P. Gahinet and P. Apkarian," A linear matrix ine-
quality approach to H_control," International Jour-
nal of Robust and Nonlinear Control, vol. 4, pp.
42148, Apr. 1994.

[2]P. Apkarian,D. Noll, and H. D. Tuan," Fixed-order
H-infinity control design via a partially augmented
Lagrangian method," International Journal of Ro-
bust and Nonlinear Control, vol. 53, pp. 1137-
1148, Dec. 2003.

[3 ] P. Apkarian and D. Noll," Controller design via
nonsmooth multi-directional search," SIAM Jour-
nal on Control and Optimization,vol. 44, pp. 1923-
1949 , Jun. 2006.

[4]F. Blanchini, A. Lepschy, S. Miani, and U. Viaro,"
Characterization of PID and lead/lag compensators
satisfying given H_ specifications," IEEE Transac-
tions on Automatic Control, vol. 48, pp. 736-740,
May. 2004.

[5]G. C. Calafiore and M. C. Campi, " The Scenario ap-
proach to robust control design," IEEE Transac-
tions on Automatic Control, vol. 51, pp. 314-331,
May. 2006.

[6] K. E. Parsopoulos and M. N. Vrahatis," On the

computation of all global minimizers through parti-

.14 .

cle swarm optimization," IEEE Transactions on
Evolutionary Computation, vol. 18, pp. 211-224,
Mar. 2004.

[7]B. X. Yue, H. B. Liu, and A. Abraham," Dynamic
trajectory and convergence analysis of swarm algo-
rithm," Computing and Informatics, vol. 33, pp.
3749, Jan. 2012.

[8]0. Olorunda and A. Engelbrecht, " Measuring explo-
ration in particle swarms using swarm diversity,"
Proceedings of IEEE Congress on Evolutionary
Computation , Washington , pp. 1128-1134 ,2008.

[9]Zahara E and Kao Y T. " Hybrid Nelder-mead sim-
plex search and particle swarm optimization for
constrained engineering design problems," Expert
Systems with  Applications, 36 ( 2 ). 3880-
3886,20009.

[10] Y. Dong,]J. F. Tang,B. D. Xu,D. Wang," An ap-
plication of swarm optimization to nonlinear pro-
gramming," Computers and Mathematics with
Applications, vol. 49 , pp. 1655-1668 , Sept. 2005.

[11]D. Ankelhed, A. Helmersson, and A. Hansson," A
quasi-newton interior point method for low order
H-infinity controller synthesis," IEEE Transac-
tions on Automatic Control, vol. 56, pp. 1462-
1467, Jun. 2011.

[12]S. Ramzy and A. Ali," Design of robust mixed H,/
H_ PID controller using particle swarm," Interna-
tional Journal of Advancements in Computing
Technology, vol. 12, pp. 53-60 , May. 2010.

[13 ] A. Herreros, E. Baeyens, and J. R. Peran,"
MRCD:a genetic algorithm for multiobjective ro-
bust control design" . Engineering Applications of
Artificial intelligence, vol. 15, pp. 285-301,
May. 2002.



A Real-time Path Planning Strategy for

Autonomous Mobile Robots in
2-D Grid Maps

Li Zhi *,You Bo *
* College of Automation ,Harbin University of Science and Technology

No. 52 XueFu Road ,Nangang Dist ,Harbin , China
'19zhi_haligong@ 163 .com
’youbo@ hrbust.edu.cn

Abstract— The main purpose of this essay is to present the
VAPF-Local A" path planning method, which combines the
velocity-based artificial potential field with the improved A *
algorithm. Making use of that the grid map is suitable for
the real-time storage and analysis in computer, the timeliness
and simplicity of VAPF is reserved. When mobile robot is
stuck in local minima or oscillation using VAPF , the method
switches to Local A * algorithm. The VAPF-Local A" method
guarantees the timeliness, safety and stability of the locomo-
tion of the robot.

Keywords— VAPF A" algorithm, grid map, real-time path
planning , autonomous mobile robots

I . INTRODUCTION

The 2-D path planning of mobile robots can be de-
fined as that the robots search for a path for locomotion
which fulfills certain tasks complying with certain evalu-
ating criteria. Tasks can not only be complicated such as
the coverage of the environment or searching for specific
objectives, but also can be basic locomotion task from
point to point. However, the complicated tasks can be
decomposed into series of continuous point-to-point lo-
comotion. Therefore , there are researchers regarding the
substance of path planning as to research the point-to-
point movement as in [1] and [2].

There are mainly such ways describing the working
environment of mobile robots as grid map, topological
map , geometric map and hybrid maps of the maps a-
bove. The grid maps generally refers to maps dividing
the external environment into equal or unequal square
grids,, where the binary classification is done in every
grid according to whether the grid area is occupied by
an obstacle as in [1]to[ 3 ]. There are also researchers
using special grids such as fan-shaped grids to depict
the environment as in [4 ]. The grid map is relatively
easy to be stored and analyzed by computer. Therefore ,
it is widely applied in map building during the real-time
locomotion of mobile robots as in [5].

The path searching methods which are commonly
used in grid map is A" algorithm,D " algorithm and the
extended algorithms of them as in [6]. The A" algo-
rithm belonging to HAS | heuristic search algorithm , con-

stantly approaches target location based on local infor-
mation until valid path is found.

The APF model, in short of artificial potential field
model , put forward by Khatib as in [ 7] ,is another com-
monly used path planning method applying the field the-
ory in physics to solve the problem in robotics. There are
four defects of APF summarized by Warren as in [8 ] as
the local minima, difficult to find path among adjacent
obstacles, the oscillation in narrow aisle and the oscilla-
tion caused by obstacles. There are some researchers
presenting specific improvements to solve above prob-
lems as in [9]to[11],such as adding new cost func-
tions of velocity,inertia, energy, etc.

Il . ENVIRONMENT MAP
REPRESENTATION

The path planning in this essay is mainly processed in
2-D plane,in which it is assumed that the binary classi-
fication of planar characteristics can be processed. To
simplify the problem, it is assumed that the planar
characteristics can be recognized and completely classi-
fied as passable and impassable grids. Also, obstacles
are seen as immobile during current planning cycle.
Generally in grid maps, the smaller the grid sizes are,
the more finely the map is divided, and the smoother
the path generated for mobile robots. However, if the
grids are subdivided excessively, there will be a heavy
burden on computer when storing and analyzing
the map.

To simplify the analysis, the entire grid map is as-
sumed as square. The grid map for the path planning of
the autonomous mobile robots is presented as Fig. 1.

It is assumed the projection of robot in map is a cy-
cle with diameter of 1 unit long,while the side length of
a basic square grid is set as 1. The robot can move hori-
zontally , vertically and diagonally continuously. In or-
der to reduce the probability that accidental collisions
occurring due to be ignorant of exact information of ob-
stacles, the dilation of obstacles is processed before
path-planning. The grids of dilation, without character-
istic of obstacles, can not be included in the path
planned.

.15 -
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Fig.1 The grid map for the path planning of the autonomous

mobile robots with a side length of 10

In grid map, the passable region is filled with white,
while the impassable region, namely obstacles, is filled
with black. And the map is assumed as part of the infi-
nite 2-D cartesian space. Before every path planning cy-
cle,the start point is the position where the robot resi-
dents currently, which is set as(x;,y,) and represented
by a cycle. Meanwhile, the reachable goal point is se-
lected , which is set as (x,,y,) ,represented by a penta-
cle. The obstacle points is set as (%, ,Y, ) - The dila-
tion of obstacles is filled with speckle. It is assumed that
the goal is in the first quadrant of the robot's world coor-
dinates.

II. PATH PLANNING ALGORITHM

A. Velocity-based Artificial Potential Field Method

The basic thought of APF method is to see the motion
of the robot in certain environment as the motion in an
artificial force field,where the obstacles generate repul-
sive forces and target point generate attractive forces on
the robot. The resultant force of all forces directs the
motion and affects the path of the robot generated even-
tually as in [7].

The attractive potential energy the robot received and
the Euclidean distance from the robot to the target point
is in inverse proportion. When the attractive potential
energy drops to zero,the target point is reached. The at-
tractive potential energy is described as

U9) = 30 (4,4,) (1)

as in[9 ] where 7 is the gain coefficient of attractive en-
ergy,p(q,q,) represents a vector of which the magni-
tude is the Euclidean distance |g —g p | from the current
position ¢ to the target position ¢, , the direction points
from ¢ to ¢q,.
Then the attractive force generated by the attractive
potential field is described as
F,(q) =-VU,(q) =np(q,q,) (2)

where the direction of attractive force is the same
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as p(q,q,)-

The repulsive potential energy the robot received and
the Euclidean distance from the robot to the target point
is in inverse proportion as well. When the repulsive po-
tential energy drops to zero,the robot has escaped from
the region that obstacles affect. The repulsive potential
energy as in [ 9] is described as

1 1 1

k|l ——r -], 0<p(q,9,)<
U,ep(q):{z (p(q,qm) po) PR A= Po

0, p < (q9,9.,)<p,

(3)
where the k is the gain coefficient of repulsive energy,
po being a positive constant is the maximum distance
from which the obstacle affecting the robot,p(q,q, ;)
represents a vector of which the magnitude is the Eu-
from the current position ¢

clidean distance |q - q,,
to the target position ¢, , the direction points from ¢
to q,,-

Then the repulsive force generated by the attractive
potential field is described as

1 1 1
Hotram “n) Paan)
F,(q) = PG5 q o, Po’ P NG5G0
Vp(q,94,), 0=<p(q,94) <po
0, p(q,9.,,) > po
(4)
where the direction of attractive force is the same
asp(q’qnbs)‘

Though possibly having problems of oscillation and
local minima, the APF is suitable for path planning in
static environment. However,in a dynamic and uncertain
environment , the autonomous robot, carrying the equip-
ment surveying and mapping the space, can not foresee
the obstacles which have not been observed due to the
restriction of current position. Thus the ability of avoi-
ding obstacles is declined. Therefore , the velocity-based
APF is applied to improve the robot's adaptation to real-
time and dynamic environment as in [ 10]. The dynamic
affection is mainly from the obstacles in space, so that
the repulsive potential energy U,,,(¢) need to be modi-
fied.

The relative velocity potential energy as in [ 10] is
described as

Ure]n‘(q) =
1
{zk,evafn, 0<p(q,9,)<p, Nae(-n2m/2)
0, others
(5)
where the k,,, is the gain coefficient of velocity poten-

repv

tial energy, V  is the relative velocity between the robot
and the obstacle, a is the included angle between V,,

e

and;;,Tg is the vector pointing from ¢ to ¢,,,. When the
robot is out of the region that obstacles affect, namely
ag¢ (- w/2,w/2), the velocity potential energy is
negligible.

The velocity potential force is described as



F.(q) =-VU,,(q)
- {Krepvvm’ Osp(q9qo[)s) gp() Nae <_1T/2777/2)
0, others

(6)

The global potential energy that the robot receives at

a particular location can be concluded according to the

attracting, the repulsive and the relative velocity poten-

tial energy presented above. The global potential energy

is described as

Fan(q) :_quu(q) =77P(q,qg) (7)

Considering the relative velocity, the resultant force
that the robot receives is described as

F(qw) =F,(q) +F, (q) +F,(q)

1 1
mp(a-9.) + k(p(q,qob.J - PT))

Vp( q 59 s ) + Krepv Vru ’

pz(q’qobs>

0<p(q,9,) <p, Nae (-w/2,1/2)

= 1 1
np(q,q,) +kl———c = =)
(p(q,qaz,s) Po)

2 Vp(q’qobs>a
P (q’qobx>

0<p(q,9,) <poNag(-u/2,7/2)
0, others

(8)

The reluctant force F(q,v) is shown in the Fig. 2.

y

Fig.2 The force analysis of the robot
when moving in 2-D world

B. VAPF-Local A" path planning method

When the size of grid map is N * N, the computation-
al complexity of the A* algorithm can reach O(N*).If
the map size rose to 2N * 2N, the computational com-
plexity would increase to O(N*). Thus, although the A *
can surely find an optimal path, it is generally inade-
quate for real-time motion for mobile robots only if the
situation is not strict with real-time performance.

The VAPF method is more suitable for real-time path
planning due to the simplicity of the algorithm ,while the
local minimal or oscillation possibly triggers instability
of the motion. And due to the nature of the field,if the
parameters of VAPF were improperly selected , the robot
would be in the risk of approaching too closely to obsta-
cle ignoring the possibility of physical contact. One kind

of local minima situation that may cause serious problem
is shown the Fig. 3.

10

9

3 %
2
1 s ...n

O

0 2 4 6 8 10

0

Fig.3  One kind of local minima condition which can cause
serious problems if using VAPF or APF only

Therefore , the VAPF-Local A™ is represented here
as a strategy for real-time path planning, which is a hy-
brid method with VAPF and improved A" algorithm.
During every planning cycle, the start point and target
point is selected after the current grid map has been
updated. The real-time path planning is processed with
VAPF method until the local minima or oscillation oc-
curs. Then the path planning strategy switches to sub-
process using Local A" algorithm to find a proper sub-
path.

The information of the map in every planning cycle
will be updated firstly. The matrix W, in which storing
the motion cost of each grid,where the cost of obstacles
are set as 4 and the cost of the other grids as 1. After
the dilation process is done,the cost of grids of dilation
are set as 4. The matrix P is established,in which sto-
ring the global path generated in this planning cycle.
Then the VAPF-Tocal A ™ starts.

The gains n and k,the p, and L,the magnitude of sin-

ist

gle step,are set at first, which are selected according to
the situation in this planning cycle. When the robot is a-
way from the target point (X,,Y,), it is inspected
whether the local minima or oscillation happens. If hap-
pens, the method switches to Local A™ algorithm, which
is discussed later. When robot arrives target point, the
path planning process is over.

The 6, and 6, ,,, are needed to calculate the compo-
(¢q) and F, (q) projecting to x axis
FruiFo ' F,. The 6, is
the included acute angular between the X axis and the
line linking ¢ and q,. The 6, ,,, is the included acute an-

i_rep

nent forces of F

att

and y axis, which are F

xatt xrep 9

gular between the X axis and the line from ¢ to ¢, . The
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and F

V. is needed to calculate the me o , which are
to X axis and Y axis. The 0

repv sum

the included acute angular between F_, and F

asum ysum >

the projections of F

which are resultant forces F(¢,v) projecting to X axis
and Y axis. The next position of robot, (x;,y;),is re-

ceived from L, @, ,and q. Then, the position is saved

sum
into P and it jumps back to check whether target point
arrived.

Finally,the P, containing the path generated, is out-
put. Then the next cycle of path planning is ready.

The essential part of the local A™ algorithm presented
here is selecting new local target point. It is assumed
that, before the planning cycle starts, the robot has up-
dated the map information by using sensors for map
building such as Lidars, cameras etc. ,thus there is ade-
quate information for selecting new target point.

The matrices O, ,C,,,F.. and P, are established
algorithm starts. The O
the points needed to be observed. The C,,, stores points
observed. The F

ving local target point. The P

loc

as soon as the Local A”* stores

list

stores the cost of each point arri-

cost

stores the local path

loc
generated in Local A" algorithm. The initial position
of robot, (X, .., Y; ..) ,1s stored into O, as the start-
ing point.
Then, the local grid map is established and the local
target point (X, ,,, Y, ;. ) is selected. The local target
) and
(X, Y, ) The new local grld map should contain
(XL oes Yige) and (X, ., Y, . ), of which the side
length, L, , is selected in advance according to the

density of obstacles. The L,, should fulfill the

list

point is on the straight line joined by (X

i_loc 7 i_loc

loc »

loc
equation as
L, = max ‘X

loc

-X

i_loc

Y

g_loc - i_loc

o)

It is checked whether the(X,,Y,) is contdlned in lo-
cal grid map. If contained, the global target point is set
as the local target point. If the (X, ,,,Y,,. ) is in the
same grid as an obstacle point, the local target is nee-
ded to move to the farther grid along the line discussed
above. And L,,, should be added by 1 unit long, too. It
is cyclically processed until a non-obstacle local target
is find or the global target point is contained in
local map.

Since the local start point and the local target point is

loc

acquired , the standard A ™ algorithm can be processed to
get P,,.. It is assumed that the robot can move diagonal-
ly. Considering the robot need turning to new direction,
the costs of horizontal and vertical grids are set as D,
while the costs of diagonals are set as /2 * D. In this es-
say the D is set as 4 which may vary according to the
actual environment.

Finally,the local A* is finished along with that P,,, is
pushed into P. Then, the process switches back to the
main path planning process using VAPF method.

The integral process of VAPF-Local A* path plan-
ning method can refer to Algorithm 1 and Algorithm 2.

.18 -

Algorithm 1;:MAIN PATH PLANNING ALGORITHM WIiTH VAPE

1 m,k,py,L < selected referring to actual condition
2 While not arrive do

3 If Local Minimum or Oscillation then

4 Switch to Local A ™ algorithm

5 Else

6 0,, =arctan| (Y, =Y, )/(X, - X,) |
7

8

9

art

F. . F,,< using 6, and formula(2)

0. ., = arctan ‘ ( Yiu -V )/ (X, obs -X) ‘

F,, F,,« using 6, and formula(4)
10 F s » By using V,, and formula(6)
11 FomsFoun—F s FonsFoe s Fo o F

wsum 3 L ysum €™ L war s U yare s U wrep s &' yrep s &' sxrepy 3 ' yrepw

12 6., =arctan | F_/F

ysum xsum ‘

13 (X,,Y)« L,0,,,,(X.Y)
14 Push(XJ,YJ) into P

15 End if

16 End while

17 Output P

Algorithm 2:LocAL A™ Algorithm

1 0,,C, ,Fm ,P, <« sizes vary
2 Push(X,,.,Y,,. )into O,
3 While (X, ,, Y, , )not find do
4 L, = max { ‘ Xg,loc =X _loc ‘ Y loc Yi,zuc J
5 IfL, >L, then
6 Approach to( X', ., Y, ..)
Push nodes from(X, .Y, ,.) to (X';,.,Y" ) into
7 P,
8 Switch back to Algorithm 1
9 End if

10 End while
11 Using stand ard A" Algorithm to get P
12 Output P, and push P

loc

into P

loc loc

IV. SIMULATION

The grid map model is established in MATLAB
2014b. The computer carries Intel (R) Core ( TM) i5-
3210M and 8 GB RAM running Windows 7 64 bit.

Under the condition that there is no obstacle and the
program is optimized , the simula-tion of the standard A~
algorithm and the VAPF-Local A* method in this essay
is done. Actually,only the attractive potential field exists
and functions now. And is set as 1. 5. The simulations of
the two methods are performed 10 times to get the aver-
age time that the MATLAB spends to process path plan-
ning. The result can refer to Fig. 4.

The Fig. 4 shows that the path-planning time of both
methods increases as the magnitude of the grid map

erows, while the time VAPF-Local A"

more than A” algorithm.
Under the condition that the obstacles are sparse,
which means there are 5 obstacles that can affect the ro-

spends is always



bot moving, the A" algorithm and the VPAF-Local A~

are simulated in maps of different sizes. The average

0.05 * :
0.043 A* Algorithm
0.04 VAPF-Local A* £

The path-planning
time/s

10 15 20 25 30

35 40 45
Side length of the grid map

Fig.4 The path-planning time of A* Algorithm and
VAPF-Local A™ in map without obstacles. the
VAPF-Local A™ is roughly 4 times faster
than A™ Algorithm under this condition

The Fig. 5 shows that the path-planning time of
VAPF- Local A” is even much more less than the A~
algorithm when obstacles are sparse.

50r

time of path planning is shown in Fig. 5.

® A* Algorithm
—@— VAPF-Local A* e

The path-planning
time/s
<)
[\S)

10 25 50
Side length of the grid map

Fig.5 The path-planning time of A* Algorithm and
VAPF-Local A™ in grid maps containing sparse obstacles,
which means that only 5 obstacles affect the path,the
VAPF-Local A" is roughly 6 times faster than
A" Algorithm under this condition

There are 41 obstacles in the map and there is a high
risk of local minima and oscillation. And the final path
is shown in Fig. 6.
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Fig.6 The simulation of two methods in the map with the side length of 50 ,the A algorithm takes 0. 374 seconds
to get a path of 59 steps,while VAPF-Local A" takes 0.505 s to get a path of 69 steps. The atiractive force is
rather higher near the start point in large maps,which make the parameters are hard to be selected
(a) path generated by A ™ algorithm;(b) path generated by VAPE — Local A"

Fig. 6 shows that during the process of VAPF-Local
A" planning the path,local minima occurred 4 times. Tt
takes plenty of planning time to get out of the local min-
ima, which prolongs the path planning time of VAPF-
Local A*. However, if using the traditional APF or
VAPF independently, the robot will stuck in local mini-
ma quite early,or the target is not reachable since there
are obstacles too close to target.

With the VAPF-Local A" path-planning method , it is
relatively much more efficient for the autonomous mobile
robot to generated a path if the environment has a mod-
erate intensity of obstacles. Even when the obstacles are
intensive, it is feasible to get out of local miniature or
oscillation with acceptable path-planning time and total
steps for most situations.

V. CONCLUSION

In huge maps where the obstacles spread intensively,
traditional AFP or VAPF is possible to encounter local
minima or oscillation so that hardly to implement the
path planning. When the map is huge enough,A ™ algo-
rithm can take too much time in allocating resources of
computer that debases the timeliness and consistency of
mobile robot's motion.

The VAPF-Local A" method is proposed here to in-
sure efficient and real-time path planning when the ob-

.20 -

stacles are sparse in the map. Still it functions properly
encountering more obstacles and larger map. The meth-
od processed in grid maps is suitable for the navigation
and SLAM ( simultaneous localization and mapping ) of
autonomous mobile robots embedded with sensors provi-
ding information for map building, such as Lidar, camer-
a,etc.

The path planned by VAPF-Local A™ is not smooth
enough. It is needed to be post-processed to get an a-
daptive path for real-world mobile robots. The research
team will focus on the application of this method to the
wheeled autonomous mobile robot in further works.
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Abstract— Nowadays, medical application has been re-
quired fast diagnosis. Thus, development trend of computa-
tional technology attempts to build a new clinical decision-
making support system at the expert-level. One of the fast di-
agnosis methods in medical practice is pulse diagnosis. This
method can be used both of Traditional and European medi-
cine. Especially , pulse diagnosis in the traditional medicine is
based on the experience of the physician and he can say to pa-
tient about his health condition directly. Therefore , computa-
tional multi-diagnostic system to accurate diagnosis pulse pal-
pation is important. The paper discusses about an opportuni-
ty to build a medical expert system by pulse diagnosis.

Keywords—  diagnosis, computational method, traditional
pulse diagnosis, European pulse diagnosis, expert system.

I . INTRODUCTION

Development of computational technology improves
the quality of medical diagnosis. Especially ,medical ap-
plication has been required fast and correct diagnosis.
Since 1970, scientists have been developed many com-
putational methods in field of medicine. One of these
methods is known as medical expert system. This system
attempts to make medical decision at the expert-level.

Il . MEDICAL DIAGNOSTIC EXPERT
SYSTEM BY PULSE DIAGNOSIS

A. Structure of Medical expert system by pulse diagnosis

Any expert system consists of basic parts. There are;
knowledge-base , database and user interface.

From this Fig. 1, medical diagnosis expert system by
pulse diagnosis may consist of double database.

For example : nowadays, researchers have been built
web-based system for field of medical diagnosis. One of
these systems is Aimedica system from Russia. This sys-
tem has built in 2013 and now it has test version. This
medical diagnostic system was modeled as an advisory
system for doctors, medical specialties and medical
students. This system gives responses based on the more
than 22 million medical scientific research papers and
results of medical practices,which from Pub Med librar-
y. In this system have information about 255 different
diseases,2,270 symptoms of diseases, short conclusions
about disease, list of the medical specialties correspond-

« 22 .

ing to the diagnosed disease,list of the laboratory analy-
ses necessary for specification of diagnosis,and function
of verification of diagnosis [1].

|
[
@ ‘ Standard parmaners | | Reasoning ‘
l Modern diagnosis | | Oriental diagnosis l

Decision

Fig. 1 Structure of medical diagnostic
expert system by pulse diagnosis

Second, pulse diagnosis is applied in the traditional
and European medicine. In traditional medicine, pulse
diagnosis bases on the experience of the physician and
he knows all human body state on the pulse wave char-
acteristics. Rather,in the European medicine , necessari-
ly require sophisticated equipment for inspection about
human cardiovascular system. The reasons of change
blood pressure depend on many factors,and also indica-
tors of blood pressure give important information about a
human body state. Researchers build system which used
traditional pulse diagnosis and as known as the automa-
ted system of pulse diagnostics. This system is registe-
ring pulse wave from 6 different points in human arm
and simultaneously diagnosing functional condition of 12
internal organs. This investigation proceeds in the field
of mathematical processing of pulse signals, creation of
environment of expert systems [2 ].

If such these two databases are will be in one system,
it means application of information technologies for med-
icine and multi-diagnosing process.

B. Mathematical method for Data analysis of Medical
expert system by pulse diagnosis
Recent time, mathematicians and physicians are de-
veloping several methods of computational diagnosis. It
helps to simplify data analysis. All medical diagnosis is
based on the pathophysiological problem and they can



be able to question of probability. And medical diagnosis
is concepts question of human opinion , too. Because , hu-
man makes decisions based on the experience gained
something you have learned from his life. In this case,
under the concept of probability, we consider it a sub-
jective measure. It helps to doctor to express confidential
degree of given sign,a symptom or the diagnosis.

According to holistic viewpoint of all this scientific-
technical developments, mathematical methods have rec-
ognized as a popular complementary and develop contin-
uously. One of the most used mathematical methods in
medical diagnosis is Bayesian approach. Bayesian ap-
proach is based on a statistical conclusion and applied
in medical diagnosis for many years.

Application of a probabilistic method for diagnosis re-
quires preliminary statistical processing of existing clini-
cal material in the form a large number of case histo-
ries. From Bayesian research can be assume, that the
patient can have simultaneously only one disease from
some group of i of the diseases, denoted a set of disea-
ses.5e {6,,6,,+,0; . Thus, diagnosis problem is to
choose one of the most probable diseases from many
groups. For recognition of disease use set of symptoms
Cetc ¢y, ¢, the characterizing any properties of
the investigated patients. In traditional medicine, certain
value of a symptom is denoted as IT e {I1,,II,, -+,
H]} , and called as an indicator. Also, it is necessary to
note on the movement of a pulse wave. The experimental
physicians can distinguish by pulse approximately 360
indicators [3]. See in Fig. 2.

Fig.2 Conditional probability of disease

For example: From Fig. 1 can denote conditional
probabilities of disease P (6,). It can be P (6,) =
P(¢,6,) +P(I1,6,)or P(6,) = P(c,6,) +P(I1,6,).

All probabilities are conditional. Mathematical defini-
tions of conditional probability of a symptom C at this
disease of b according to Bayesian theorem

_P(CNB)
P(CI| B) = p(B) (1)
Algebra transformations of the equation lead to a bas-
ic Bayesian formula
_P(CI B)P(B)
P(B1 C) =0 (2)
For application of diagnosis probabilistic algorithm
must to find previously probabilities of symptoms ac-
cording to statistical data, for which approximately ac-
cept their relative frequencies.
P(6,) = P(Cl 6;,) + P(IT 6,) (3)

- is one of only set of possible and incompatibility

6.

i

diseases. Then
P(C) = > P(C16)P(IT1 6)P(6,) (4)

In medical practice, physicians often meet the unde-
fined state. In this case need to find an informal assess-
ment of that corresponds to the observed facts of any
diseases [4].

In that case,for calculation P( C) must previously to
calculate work of the form P(c¢, l¢e,” =+ ¢;) P(¢, l¢™e"
¢;) == P (¢;). Independence symptoms and indicators
c;ull; follows P (¢; | II;), from what follows relation
P(¢ 1) =P(¢;) P(II;) . In the European medicine, if
all symptoms are independent, at the diagnosis accept
only symptom. And in traditional medicine, physicians
consider all indicators of disease depend on pulse wave.
Bayesian approach allows to calculate all values
P(¢;16;) and to make reasoning of mutual independ-
ence symptoms. In medical diagnostic expert system, if
the patient has indications and symptoms P (c¢,"*-¢;),
I,
Then can to conclude confidence,that the patient has a
disease 6,[4,5,6]. Bayesian formula is accepted for a

and there are certain conditions P (I1,, I, , -

case of all symptoms.

III. ADVANTAGES DIAGNOSTIC MEDICAL
EXPERT SYSTEM BY PULSE DIAGNOSIS

Development of computational technologies gives the
chance to reach new level at present visually the course
of a disease according to mathematical models. Any at-
tempt of developing a medical diagnostic expert system
dealing with human disease diagnosis has to overcome
various difficulties. Expert systems for a medicine devel-
oped usually for physician, nurse or for procedure of
healthcare. Doctors have own features of the experience
and feelings. Therefore , they must estimate management
of patient treatment and patient's situation of diseases.
Most of medical expert systems have the content of data-
base mainly contains the current situation of patients.
For example ; name , age , sex , symptoms [ 7 ]. Most medi-
cal decision-making programs have based their advice
on the data available at one particular time. In actual
practice, the physician receives additional information
from tests and observations over time and reevaluates
the diagnosis and prognosis of the patient. Both the pro-
gression of the disease and the response to previous
therapy are important for assessing the patient's situation
[8].

Complete medical diagnostic expert systems can cre-
ate new medical knowledge learning is seen to the effec-
tive characteristic of an intelligent being. They contain
medical knowledge about a very specially defined task,
and are able to reason with data from individual patients
to come up with reasoned conclusions. Consequently,
one of the major ambitions of artificial intelligence has
been to develop computational technologies that can
learn from experience of experts. The resulting develop-
ments in the artificial intelligence field of medical diag-
nostic expert systems have resulted in a set of tech-
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niques which have the potential to describe the way in
which knowledge is created. Although there are many
variations, the knowledge within an experts system is
typically represented in the form of a set of rules [9].

Expert systems are the commonest type of artificial
intelligence systems in routine clinical application. Now
this goal has been moving to more high-level. Nowa-
days, there are online versions of medical expert sys-
tems, where any user can establish the diagnosis with
this, or that share of probability. The old system can be
easily incorporated into the new system with the reused
modules. The theoretical mathematical framework of new
expert system has a key component. And also, the auto-
mated diagnostic systems can be equipped with the so-
phisticated equipment for inspection of pulse, which is
based on "smart" technology [ 10].

While working on the research work is to get the fol-
lowing scientific results

D To develop models of interrelations of traditional
and European medicine;

@To develop fuzzy models for " symptoms-diseases" ;

@ To develop the algorithms of consecutive diagnos-
tics directed to allocation of the most probable dis-
ease;

@To develop the human-machine interfaces for inter-
action of the doctor and user;

(®To develop the diagnostic medical expert system in-
teracting with the diagnostic equipment ( pulse con-
trol and etc. ).

Recent time ,modern medicine is focusing big concep-
tion that to teach early prevent disease and probable
diseases identify source properly. It helps to early diag-
nosis any diseases. This means to use development of
computational technology for a medicine and increase
opportunities multi-diagnosing process. Major goal of
this research work is that to increase the probability as-
sighment to the diagnostic possibilities in European and
traditional medicines.

Advantages are ;

(DTo have integrated medical diagnostic expert sys-

tem;

@Help saving time of the physician for diagnosis of
any diseases;

@)To improve quality of medical diagnosis;

(@)Creating integrated database of traditional and Eu-
ropean medical diagnosis for medical specialties
and student's training;

(®Giving some opportunities for early diagnosis any
diseases before will be chronic;

(© Giving explanation about cause of diseases based
on the traditional and European medicine.

IV. CONCLUSION

Nowadays, expert system in field of medicine has
been developed. It helps to doctors to express confiden-
tial degree of given sign,a symptom or the diagnosis.
Use the traditional method has the advantage of fast di-
agnosing the disease. This traditional diagnosis to char-
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acterize pulse wave, which based on the experience of
traditional physician, introduce to this modern web-
based expert system will be create newly quality and fast
medical multi-diagnostic expert system. And this system
will help to medical specialties to make correct diagno-
sis of disease and will be highly level training tools for
medical students and clinical youngest physicians. For
best result, it consider on the traditional pulse diagno-
sis. It research work is devoted to development of
citizen's intellectual primary medical diagnostics meth-
ods and it's an actual task. Modern approach to such
kind of expert systems offers their content on the basis
of million sources. There is also big gap in terms of tra-
ditional and European medicine.

Whole of pulse diagnosis in traditional medicine ba-
ses on the experience of physician that he collected dur-
ing his whole life practice. Therefore,in the future this
multi-diagnostic medical expert system will be called
experience-based system.
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Abstract—  As the country's demand , Mongolian educational
organizations must prepare well trained and educated spe-
cialists that are able to work in any fields of their professions
corresponding to the international standards. Teaching ESP
( English for Specific Purpose )is much different from teach-
ing general English with its purposes. Through ESP, English
teachers give their students not only language knowledge and
skills ,but also give them employable skills. In other words,
students can acquire the skills to use their English language
knowledge in their work places, so the methods used to
teach ESP have to be different. This paper aims to introdu-
cing one of the active methods of teaching, which is called
"case study''. Case study involves real stories of real busi-
ness organizations including their success and failure, pres-
ents complex situations that are contextually rich on dilem-
mas, conflicts, and problems. The method of case study
gives students possibilities to improve their language skills
to solve problems, negotiate, etc. . Thus, this method devel-
ops students' critical thinking, consolidates already acquired
knowledge ,and work place skill-managerial skill, as well.

Keywords— Workplace skill, methodology , confidence, edu-
cation, real situation

I . INTRODUCTION

Nowadays , the main role of teachers is not limited by
transferring the information directly to students. Also,
they should be creative users of technology, leaders a-
mong the public advisers for students, experts for train-
ing process and educational servants in society.

The result of any learning process depends on many
factors like individuals' interest and their psychological
readiness to raise their qualification and their ability to
acquire modern learning techniques.

Today's widely used methodology is
tered teaching". It is a teaching technology based on
competitiveness ( ability ) and at giving independent
studying skills for learners.

The training that is conducted in globalized environ-
ment based on advanced methodology has spread in
many countries. In other words, it is the combination of
training the teacher and learner do research together
and in turn, teachers encourage learners. These days,
advanced training methods have been widely used in
many colleges and universities in the world.

" student cen-
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II. WHAT Is CASE STUDY?

The important way to make a decision is a case study
which aims to providing the ability and skills to perform
the main function of science creatively. It is a practical
studying method that requires intellectual skills, general
mental process as well as all kinds of scientific knowl-
edge. Case means occurrence, situation and extra exam-
ple. Also,in the study of education, it is described as a
research of situation. Since ancient times, foundation of
case study has been laid as a performance of debate and
discussion. The case study is as follows

(Dthe most practical and fastest research method to

diagnose and analyze the situation and find the ap-
propriate ways

(Dexercises to describe the situation and raise a ques-

tion using the information from the specific organi-
zation ;

(Dexercises to learn from the historical events analyze

and study experience [ 1].

The purpose of the case study is as follows:

(Dto select the necessary information ;

@)to elaborate the information gathered ;

to learn how to analyze;

@to suggest many versions and ideas;

Bto develop logical skills;

®to work in team;

(Duse theoretical knowledge.

The case study is considered as a main method of
training and is used in the leading and the most reputa-
ble universities of the world.

The " case study" for students introduces the real sit-
uations, gives them the possibility to test themselves ,in-
creases the confidence to defend their ideas and get a-
long with members of team, and teaches how to use
knowledge and skills the students acquired during the
class. The authors have noticed that the students who
use the "case study" in class tend to be motivated, get
involved in lessons, brainstorm quickly, raise interesting
ideas ,accumulate experience ,and have more confidence
as well.

The " case study" provides teachers possibilities to
use theoretical knowledge to be understood by students
in the fastest way and the goal to be achieved. It makes



teaching and learning process more interesting and help-
ful.

Case is occurrence, situation and extra example of a
certain company or business organizations as described
above. It could be a company's privacy or secret. So in
order to use the "case study" method,a teacher should
get a permission from an organization to gather the infor-
mation, define the situation precisely while doing a re-
search based on a real situation or data. So the real
names and other relevant information of the company
and employees should be changed.

The sequence of class activities for case study in-
cludes reading the prompts by students and imagining it
in their minds, selecting the useful information which is
needed for the suggestion, diagnosing, raising and com-
paring many versions, analyzing and approving.

We must mention that there are no absolutely true an-
swers , the main goal of using this method is that a teach-
er must support and encourage students to express their
own ideas,direct and demonstrate students the ways def-
inite problems were solved in the history.

I. CASE STUDY AND Esp

Case studies in English for Specific Purpose may vary
in performance and can be used differently, depending
on the case itself and on the goals of Engineering, Busi-
ness and Social Science English courses. The process of
creation of sample case is complex and is carried out in
a number of stages,which are;

(Ddetermination of didactic aims that should be clear-

ly and laconically formulated ;

choosing a case layout;

(3gathering of relevant facts;

(@creating a model of the situation ;

(Bselecting a type of case;

(®writing a case in words;

(Danalysis of precision and efficiency of case;

@using of a case in the process of teaching.

An effective case study is one that;

(Drells a "real" and engaging story;

raises a thought-provoking issue ;

(3has elements of conflict;

(@ promotes empathy with the central characters;

(®lacks an obvious or clear-cut right answers;

(®encourages students to think and take a position;

(Dportrays actors in moments of decision;

@ provides plenty of data about character, location,

context, actions ;

@is relatively concise[2 ].

According to [ 2], six steps provide a common basis
of how to conduct a decision,shown in Table T .

Table |

S1x STEPS PROVIDE A COMMON BAsIs
Or How To ConNDpvcT A DECISIDN

Content

Sample tasks to resolve

Give the group e-
nough time to read
and think about the
case, even to pre-
pare a company ad-
vertisement as
home task in form
of a film or slide-

show. *’

What is the main sense of the case?
What are the alternative actions?
What are the main challenges the
central character is facing?

Introduce the case
and give some in-
struction for how to
approach it, how
you  want  the
students to consider
this problem.

" You are a member of an advertis-
ing campaign for one of the products
or services. Present your campaign
to the management concerned. "

Break down the sta-
ges you want partic-
ipants to take in
developing the
case.

" Firstly---,secondly---, finally---. "

Specify certain in-
formation you want
your students to
concentrate on.

"1 want you to ignore the political
views of the countries"

asodind 2uyads Joj ysibug buiyoea) ul poyisy Apnis aseg\

Form groups and
monitor them to be
convinced that all
students are in-
volved in discus-
sion. Formulate the
task for each group
precisely.

Each group will be preparing a min-
i-presentation on one of the compa-
nies in their own words based on the
information given in a form of
analyst's report

Make sure that e-
ven very timid
students could par-
ticipate  in  the
process by distribu-
ting the roles inside
each small group.

"The student playing role of an ex-
ecutive director of a Mongolian com-
pany would chair the meeting. "
Another student should take notes
about the discussion, and there may
be role-cards for every student.

Have students pres-
ent their solutions,
write their conclu-
sions on the board,
then return to the
students
them into oral dis-
cussion, thus en-
couraging them to
be sober.

involving
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Table |

Continued

Content Sample tasks to resolve

Ask clarifying
questions to move
discussion to anoth-
5 | er level and probe
for deeper analysis
without over-direc-
ting.

Examine the students' own assump-
tions , substance of their claims and
illustrations.

Synthesize  issues

. . . Show the students what they have
raised to bring dif- . . .
learnt and make feedback from their
ferent strands of the .
6 work. One or more students can im-

discussion back to- .
plement the task ,not necessarily the
gether at the end of | -
nstructor.

lesson.

*) An original student's work is available

Some variations on this general method include hav-
ing students do outside research individually or in
groups to bring to bear on the case in question, and
comparing the actual outcome of a real-life dilemma to
the solutions generated in class [3].

IV. CONCLUSION

In summary we should note that we have used the a-
bove-described case-study method in our English lan-
guage teaching process at MUST. Using the case study
in class is beneficial ,because it gives students a perfect
opportunity to use creatively the active vocabulary
gained on the lessons of ESP to show their professional
knowledge and skills, and to adapt to the real and po-
tential situations. Then it helps students to learn how to
work out the information,to work in team,and develops
logical mental process. If teachers use more methodolo-
gies like a case study in their teaching process, students
will be able to deal with all the problems they will face

.28 -

in their future work.

Also, it improves quality of teaching. The method pro-
vides the complete theoretical knowledge , develops cre-
ativeness of both teachers and students. Also, it helps to
achieve the main goal of educational process,i. e. prepa-
ration of highly qualified specialists in all fields of soci-
ety.
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Abstract— Interaction with speech is the most natural way
of communication. Since Google and Apple have demonstra-
ted how speech recognition engines can simplify the interac-
tion between humans and computers, speech recognition be-
comes increasingly important in different research areas. In
the field of museum guides there are already numerous ro-
bots using speech as communication interface,e. g. Robotin-
ho or Fritz. This paper describes a concept for a spoken dia-
log systems implemented in a museum guide, directs to com-
plete computability in order to realize a more intuitive dialog
behavior. We identify state of the art dialog system proper-
ties and introduce a concept addressing hugely reverberant
recognition environments. QOur proposal provides speaker
separation and identifiation which is a fundamental feature
in multi-human communication scenarios. Additionally, the
concept provides a calculable processing time for adapting
the response times in respect to content and question type.

Keywords— Multi-User Dialog Interface, Robot, Speech.

I . INTRODUCTION
Museum guides like Robotinho [ 1] ,Fritz [2] or Mi-

nerva [ 3] have been established in the museum area.
Most recently used as communication interface is the
touch interface. However, the most intuitive way to inter-
act with a machine is the human speech. Some robots
like Fritz use spoken dialog systems to communicate
with the visitors [ 2], but mostly this dialog interfaces
are just rudimentary systems which try to realize intui-
tive dialogs by using filler words if the calculation time
takes to long [ 4 ]. On the contrary, psychological re-
search shows that a suitable amount of time between the
moment of questioning and the moment of answering de-
pends on the context and question type [5]and has to
be adapted. In order to archive this goal, a complete
predictable system has to be realized with the aim to re-
duce the processing time to a minimum and a huge a-
mount of computability. For the use on a mobile robot a
specialized hardware is necessary. Current solution
would offer a digital preprocessing in an FPGA or ASIC
and subsequent further processing in a processor. The
disadvantage of this approach is,that the possibility's for

"The author gratefully acknowledges funding by the DFG( GRK 1780/1).

>We gratefully acknowledge the cooperation of our project partners and
the financial support of the DFG( Deutsche Forschungsgemeinschaft ) with-
in the Federal Cluster of Excellence EXC 1075 "MERGE".

a suitable hardware/software partitioning is very restrict-
ed, because of high transfer times between FPGA and
processor. At this point, the new So Ctechniques from
Xilinx and Altera provide completely new possibility's
for a more efficient hardware/software partitioning, due
to the common use of AXI-Interfaces. On this account,a
efficient usage of the parallelism characteristics of the
FPGA can be drastically increased. Therefore , the com-
putability of a system can be enhanced, by using the
pipeline calculation of the FPGA. Due to the usage of
standalone applications, there is no additional delay
based on interrupt from operation systems. In this man-
ner, a deterministic process is ensured. Another chal-
lenge in museum context is the necessity to interact with
multiple users. On this account, a usage of multi-user
applications is inevitable. For this purpose we introduce
a multi-user dialog system directed to the use on a mo-
bile robot. In the following, first we give some general
information about Spoken Dialog Systems,before we de-
scribe our Top-Level concept,including the definition of
the main features. Afterwards we outline the main units
and discuss different options for each algorithm. Finally
we draw our conclusion.

I . SPOKEN DIALOG SYSTEMS

Spoken dialog systems is a fast growing field of re-
search. In the last years, numerous commercial applica-
tion have been developed,like " Siri" by Apple or " OK
Google" by Google. Older applications were deployed u-
sually in call centers,e. . HMIHY [ 6] or information
systems like JUPITER [7] or the DARPA communica-
tor [ 8 ]. Nowadays, Spoken Dialog Systems have been
deployed in smart home environments,e. q. SCARS [9 ]
or intelligent robots [1],[10],[2].

An example for a conventional Spoken Dialog Systems
is shown in Fig. 1. Its main components are the Speech
Recognition Engine (SR) ,the Natural Language Under-
standing ( NLU ) , the Dialog Manager and the Text to
Speech Engine (TTS). The Speech Recognition Engine
converts the analog signal of a spoken language to a se-
quence of parameter vectors,which is transformed into a
sequence of words. Afterwards, the Natural Language
Understanding extracts the semantic of utterances and
passes it to the Dialog Manager. The Dialog Manager an-
alyses each utterances and based on the respective his-
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tory and the actual utterance, makes a decision of the
next output. This output is transformed by the Text to
Speech Engine into speech [11],[127,[13].

These days commercial approaches apply a Voice
Browser based approach. It is fed with documents de-
scribed in speech specific languages like Voice XML.
The Voice Browser com-municates with a web server,
which can activate the speech resources e. g. Speech
Recognition Engine, Text to Speech Engine. The respec-
tive result is sent to the web server, which proceeds on
the received data and send the final result back to the
Voice Browser. On this account,the latter is able to per-
form the deficed actions [13].

Spoken Information
(—> SR —={ NLU —f
Dialog
User Miha ger6;1> Backend
. L TTS
Accustic Output

Fig.1 Traditional Dialog System

However, this concept focus on a multi-user dialog
system optimized for the usage on SoC Architectures,
with the focus of reducing the processing time as good as
possible such as a calculable response time. For this
purpose a web solution is not possible, because the de-
lay for the web communication always depends on too
many parameters. In summery the traditional spoken di-
alog approach provide a good basis,but has to be adap-
ted in order to work with multiple users and deal with
the rough museum environment.

Il. ARCHITECTURE

A. Overview

The development concept provides a modular ap-
proach ,which is easy to maintain and a highly fiexible
research platform. Fig. 2 composes an overview of the
concept archi-tecture. As input source is a microphone
array( MA) of M microphones and the produced output
S, (t) defined,where | < m < M. S, (¢)describes the
digital output from microphone m at time ¢. The micro-
phone array feeds the Preprocessing Unit ( PPU) , which
full fills the major task to reduce reverberation in the
room. The filtered signal is represented by S, (1). Since

m

the system shall be implemented in a museum guide,
different speakers have to be separated for the increased
possibility that more than just one person or group talk-
ing to each other. For this purpose,the Speaker Identifi-
cation Unit ( SIU ) separates different speakers and pro-
ceeds a speaker localization. The result is represented
by Sp with 0 < n < N while N displays the amount of
speakers. Based on this data, the Speech Recognition
Engine (SRE) process transforms the given digital wave-
form signal into a sequence of para meter vectors for
each speaker. Afterwards these vectors are converted in-
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to a word sequence Sy, (¢). The Dialog Manager ( DM )

collects the generated data and decides about the rele-
vant speaker, based on direction, distance and level of
loudness. Afterwards, the Dialog Manager proceeds the
utterance analysis and decides, based on his policy, a-
bout the output O(t). In the end,the speech is synthe-
sized by the Text to Speech Engine (TTS).

Spoken Information S.(1) 0

MA ——= PPU ——=> SIU

JL S, (1)

SRE

Speak 8 9
peaker
 §°4

o) Swi0)
TTS DM

!

’ Backend

Accustic Output

Fig.2  Concept Overview

B. Preprocessing

The Preprocessing Unit is fed by the microphone ar-
ray output S, (). The major task of this unit consists of
preparing the signal for the whole speech recognition
process. Since this concept is developed for evaluating
communication in a museum, the most important task
the Preprocessing Unit faces consists of removing rever-
beration in big halls. Actual dereverberation techniques
can be divided in two big categories, Front-End-Based
Approaches and the Back-End-Based Approaches.
Front-End-Based approaches aim to dereverberate cor-
rupted feature vectors,while Back-End-Based Approach
aim to adapt the acoustic model or tailor the decoder to
the corrupted model. Since we also need the dereverber-
ation for the localization algorithms( see chapter [I[-C3)
and not just for the speech recognition,a Front-End-Ap-
proach has to be chosen. The Front-end-approach has
the advantage that no changes in the Back-End process-
ing steps are required and they are completely inde-
pendent of the following calculations. Additionally , most
of the Front-End-Approaches can be imple-mented with
less processing costs and combined with noise reduction
methods [ 14]. In Order to find a well suited algorithm
several algorithms has to be evaluated. Evaluation pa-
rameters should be the increasing accuracy of the locali-
zation algorithm, possibility for parallelism on the FP-
GA, resource usage and calculation time in Software
rather throughput time on the FPGA.

C. Speaker Identification

The Speaker Identification represents one of the major
parts of the proposed concept. It consists of four addi-
tional components,the Speaker Separation Unit( SSU) ,
the Speaker Estimation Unit ( SEU) , Speaker Localiza-
tion Unit( SLU) and the Beamforming Unit( BFU). The
Speaker Separation is needed for the decomposing of
different sound sources and different speakers. The re-



sult of the Speaker Separation is a record S, , () which
represents every detected speaker nper microphone m at
the time ¢. This results in a mapping problem, since the
result of each speaker has to be mapped to the same
speaker on an other microphone. On this account the
Speaker Estimation generates a hypothesis about the

correlated speaker and is represented by S, (1) =
(S, (1)L, (1)) where L

w.n (1) represents an estima-
tion parameter for speaker n on microphone m. S E, ”(t)
is fed to the Speaker Localization, which calculates the
position of the speaker in 3D room,in order to track the
speaker. The result can be displayed as S, (1) =
(s |
fusion of the different microphone signals with the result
Sy (1) =(S,(1),pos, (1)) ,with S, (1) represents the
combined signal for speaker nover all Mmicrophones,
mapped by the corresponding position of the speaker.
Sy (1) represents the final result of the component

(t),pos,, (t)). The Beamforming performs the

m,n

Speaker Identification and is passed to the Speech Rec-
ognition Engine.

(1) Speaker Separation

Speaker Separation or Blind Source Separation is a
topical research area,where numerous methods and so-
lutions have been developed [15],[16],[17]. The
basic idea is to separate the speakers voice from undes-
ired background noise. Most of the approaches based on
the Independent Component Analysis(1CA ) with a Prin-
cipal Component Analysis( PCA ) as preprocessing tech-
nique [15],[16],[ 17 ]. The ICA assumes statistical
independence of the original signals. However, the ICA
can separate the maximum number of sound sources as
microphones are available. Zhe Wang et al. [ 18] over-
comes this problem. They proposed a blind source sepa-
ration algorithm, that does not depend on the amount of
microphones. This algorithm is an optimized Voice Ac-
tivity Detection( VAD) algorithm combined with a noise
removing technique and rests upon spectral subtraction,
Zero-Crossing-Energy VAD and Entropy-Based meth-
ods. Next to the independence of the available number
of microphones, the described algorithm is independent
from prior clean speech variance estimations and does
not require additional models or trainings. In order to
rind the best fitting approach , both techniques has to be
evaluated regarding the possibility of parallelism, pro-
cessing time,resource usage and throughput time.

(2) Speaker Estimation

During the process of Speaker Separation different
waveform for each speaker are generated and certain
noise suppression are performed. The results can be dis-
played as S, (). On this base ,the component Speaker
Estimation calculates identification features in order to
map a speaker to its corresponding parts on the other
microphones. This aspects is addressed within the
Speaker Recognition or Speaker Diarization, which de-
scribes common fields of research [19],[20],[21],
[22]. Since we have multiple microphones recording at
the same time, we can assume that their features are

quite equal. [ 23] shows that the LPCC feature gives a
solid first estimation on the speakers identity, with an
error rate less than 22% . If additional pitch features and
maximum autocorrelation values ( MACV ) are used, the
identification error can be reduced to less than 16%.
But it is also shown that, considering pitch and MACV
feature on their own, provides bad estimations with error
rates higher than 60% . Nevertheless, developing our
concept we have to evaluate whether MACV feature pro-
vide a suitable first estimation or if LPCC feature has to
be used. Also for this algorithm processing time, re-
source usage and parallelism capability has to be evalu-
ated. As result of this component a record, represented
by the current separated speaker waveform for each mi-
crophone and the added feature,is obtained.

(3) Speaker Localization

The Speaker Localization calcu-lates a location esti-
mation of the speaker,in order to get information about
his or her position in the 3D space as well as the dis-
tance from the system. This enables the Dialog Manger
to estimate, if the detected speaker is talking to the sys-
tem or if the detected data are irrelevant. Additionally,
such information can be used to provide an eye-to-eye
communication while used on a robot.

Within the field of Speaker Localization or Sound
Source Localization various methods have been devel-
oped to calculate the position of a sound source. They
can be separated into three categories, beamforming
methods [24],[25],time difference of arrival(TDOA)
methods [ 26 ], [27 ] and techniques which adopt the
measured Head Related Transfer Function ( HRTF )
[28].[29] presents an approach based on the summed
GCC, in order to calculate the elevation angle and azi-
muth angle for speaker localization in 3D space. Howev-
er,most of the algorithms just provide angels but does
not calculate the distance of the speaker. Valin et al.
[27] proposes an TDOA based approach with distance
measurement in a three meter range. According to the
authors , the low range is based on the noise and rever-
beration of their laboratory. Though beamforming meth-
ods need a high number of microphones and heavy data
processing to achieve valid results , whereas HRTF meth-
ods need big databases of the specific robot platform. On
the contrast, TDOA needs a moderate amount of micro-
phones and has quite low computational coasts [ 29 ].
Based on this comparison and the usage of the calculat-
ed time difference between the microphones which can
be used for beamforming ( see chapter Il[-C4)an TDOA
based approach is most suitable. Since there are just lo-
calization approaches which calculate angle and dis-
tances and define the position of a speaker relative to
the system,a new algorithm for calculating the position
in 3D space based on TDOA has to be developed.

(4) Beamforming

The Beamforming component has to merge different
corresponding speaker signals. There are numerous
methods for this microphone array processing problem.
The classic solution [ 30] is based on the calculation of
y[ n]with
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M-1

yinl = S awln (1)

where «,, symbolize a weight for microphone m ( standard

- TIYI.J

« =i )and 7, defined in(2)by using speed of sound

m

v and base distance between the microphones b

o= bcosf (2)

v

Another approach comprises the adaptive array pro-
cessing, using an Generalized Sidelobe Canceller
(GSC), as an alter-native to the Frost beamformer
[30]. The GSC calculates a fix beamform and uses a
blocking matrix to block signals from the gaze direction,
in order to remove unwanted signals. [ 31 ] propose spe-
cial beamforming algorithms for speech recognition. This

approaches bases on trained filter-and-sum array pro-
cessing , optimized for speech recognition with improve-
ments of 36% compared to classical beamforming meth-
ods. However, in our concept we calculate angel 6 in the
Speaker Localization component and b is constant over
the whole system, providing perfect requirements to cal-
culate the beamforming with the classic approach, since
7, can be directly calculated and used in equation (1)
for the final merge process. However, it has to be evalu-
ated whether the beamforming algorithm provide the
necessary accuracy for the following speech recognition.
Also resource management and timing analysis has to be
done,in order to find the best hardware/software parti-
tioning.

Seu(1) ] Sul®)

— SSU

SEU

Speaker Identification

Sk D)

S0 S5,(1)

SLU BFU SRE

PPU

—

Fig.3  Speaker Identification

D. Speech Recognition

In this section, the conversion from digital waveform
into word sequence is described. On this account, we
have to define the following requirements. The main fo-
cus is a constant processing time. However, the highest
processing time in a dialog system has the speech recog-
nition engine. Standard speech recognition engines wait
with the processing until the speaker stops speaking, af-
terwards the processing starts. This behavior leads to a
big incalculable delay, which is a big problem for our
concept. However, this concept still rely on standard
ASR Technologies, but not on the usually behavior. In
order to get a fixed processing time ,the system will split
the utterances in constant windows. This windows will be
proceed separately. The described processing leads to
another problem. The benefit of the NLU is getting less
effective which leads to higher word error rates. In order
to face this problem,this concept focus on keyword spot-
ting approaches, just as shown in [ 32 ]. This approach
has another big advantage related to the German lan-
guage. In Germany, a huge amount of various dialects
exists , which has to be understood by the system. These
dialects can differ substantially and result in bad ASR
outcomes with word error rates of approximately 30%
challenging the system rather hard [ 33 ]. In future
work ,it has to be evaluated whether the usage of win-
dowed utterances leads to a constant processing time
and the reliability of the keyword detection has to be de-
termined.

.32.

E. Dialog Management

The Dialog Manager is fed by the keyword sequence
Sy () for each speaker n. This leads to the task of to i-
dentifying the relevant speaker,based on the position in
3D space and loud-ness level mainly, because of the
high probability of a speaker in the near environment in
front of the robot talking to the system rather than a qui-
et voice from the background. The non sort out speaker
are analyzed by the system, and the content retrieval
takes part. Classic dialog management systems would
use finite state machines for modeling the flow of the di-
alog [ 13 ]. However, this approach has the huge disad-
vantage , that the complexity of the created graph spreads
massively with growing knowledge database resulting in
heavy maintenance coasts. Currently, two major approa-
ches are suited to the described concept, the ontology
based approach [34 ], [35] and the POMDP [ 12 ]
based approach. The POMDP approach rests upon a ob-
servable Markov Model, whose transitions and observa-
tions are modeled as set of probabilities defining the di-
alog model. A second statistical model describes the
next action and therefor the policy of the system [12].
A core limitation of this approach comprises the fact,
that it requires a lot of training. On the other hand, the
ontology based approach provides a more fiexible and
easier reconfigurable system,which provides easy access
to databases while using SPARQL [36],[37]. The ex-
hibits can be organized in a hierarchical ontology, im-
proving scaleability. Bearing in mind, that the concept
need a constant and low processing time, the best per-



formance is expected by the ontology approach since the
SPARQL database is provided by the embedded device
itself. In order to evaluate the dialog manager, the pro-
cessing time has to be evaluated in respect to the data-
base size and the amount of possible keywords. Based on
that it has to be analyzed , whether a processing time can
be calculated based on the amount of keywords and the
database size.

F. Natural Language Generation

Finally the system has to generate the output speech.
On this account we analyzed different text to speech
(TTS) synthesizers, Mary TTS V 5.1.2 [38], Festival
TTS V 2.4 [39] and MBROLA V3.02b [40],regard-
ing to their nature appearance, changeability and a-
mount of prepared German voices. German voices are
provided by all synthesizers except Festival TTS, which
just comprises English and Spanish voices. With relation
to changeability MBROLA provides the biggest amount
of freedom by enabling the user to define every phone
by his own. Mary TTS offers a Voice Import Tool, giving
a user the opportunity to generate own voices. The natu-
ral appearance of the voice was best related for Mary
TTS ,whereas MBROLA was not able to convince in this
respect. In summary Mary TTS provides a very naturally
prepared voice and offers a tool for generating own
voices ,which enables us to analyze different voices, gen-
ders and intonations.

IV. CONCLUSION

The presented concept proposes a modular and flexi-
ble concept for an analysis platform for a multi-user
content retrieval based spoken dialog system for imple-
mentation on a museum guide. In this paper the current
state of the art approaches are discussed and a new con-
cept is deduced. The described concept offers a Prepro-
cessing Unit to provide the required robustness in rever-
berant environments. In order to deal with multiple
speakers, a unlimited speaker separation approach is in-
troduced. The Dialog Management provides a natural di-
alog flow and identifies the communication partner,
based on the calculated speaker position in 3D space.
Additionally the concepts, based on a keyword spotting
approach in combination with a ontology based Dialog
Management , which enables the system to deal with va-
rious dialects and accents of the German language. Fi-
nally the system provides a natural voice, which can
easily be adapt,in order to analyses effects on humans
during a guidance.
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Abstract— This study addresses the problem of distributed
con-sensusfor discrete-time networked multi-agent systems
(NMASs ) with communication delays in the transmission
network. Differ-ent from existing techniques, the networked
predictive control scheme is introduced to compensate for
communication delays actively and overcome the difficulties
induced by the delays. A distributed consensus protocol
based on the predictions of states at current time is de-
signed. For discrete-time NMASs with a directed topology
and non-uniform constant delays, necessary and sufficient
conditionsfor the consensus aregiven. Numerical examples
are presented to demonstrate the effectiveness of theoretical-
results.

Keywords—  Consensus, multi-agent systems, delays, net-
worked predictive control, discrete-time systems.

I . INTRODUCTION

Consensus problem has received extensive attention in
the distributed coordination and cooperative control of
networks of dynamic agents [ 1 ]to[ 3], which roughly
speaking means to design a distributed protocol such
that as time goes on,all agents can asymptotically reach
an agreement on certain quantities of interest based on
the local information.

To achieve consensus and cooperative behaviors for
net-worked multi-agent systems ( NMASs) , it is impor-
tant that the agents in the group are capable of exchan-
ging infor-mation through the communication networks,
which implies that the network-induced delay can occur
inevitably , due to the limited bandwidth of the communi-
cation channels and the finite transmission speed. Time
delays can degrade the performance of NMASs and even
cause the divergence. Hence, it is essential reducing or
eliminating the negative effect of delays on NMASs. Re-
cently, many research works on the consensus problem
of NMASs with communication delays have emerged. For
example,Sun et. al. [ 4] studied the average consensus
problem of the NMASs with undirected switching topolo-
gy and multiple time-varying communication delays,and
the maximal allowable upper bound was determined by a
linear matrix inequality method. Based on a tree-type
trans-formation method ,results of [4] were extended to
the directed network case in [5]. A leader-following
consensus problem of second-order multi-agent systems
with non-uniform time-varying delays was further inves-
tigated and a new neighbor-based protocol was designed
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in[6].

However, when there exist communication delays in
NMASs, the vast majority of existing literature takes a
pas-sive acceptance approach, the prediction intelli-
gence of each individual is neglected. Inspired by nu-
merous results on the predictive intelligence of natural
bio-groups,Zhang et. al. [7],[ 8] designed a small-
world predictive protocol for the A/R and Viesek mod-
els, and proposed centralized and decentralized model
predictive control protocols for linear dynamic networks
without leaders, which shows that the predictive proto-
cols can accelerate consensus speeds and reduce sam-
pling frequencies. Farrai-Trecate et. al. [9] considered
the input saturation con-straints case and proposed a de-
centralized predictive mechanism and predictive pinning
control to achieve the consensus and improve consensus
performance. However, the communication delays are
not considered in [ 7 Jto[ 9 ]. For continuous-time first-
order and second-order multi-agent systems with an uni-
form constant communication delay, Fang et. al. [10],
[11] introduced a weighted average prediction into the
existing consensus protocol to simultaneously improve
the maximum tolerant delay and consensus convergence
speed. Therefore it is a promising topic how to improve
the performance of NMASs by fully utilizing the predic-
tion intelligence of each individual.

This paper investigates the consensus problem of net-
worked multi-agent systems with a directed topology and
diverse communication delays,where the dynamics of all
agents are described by discrete-time linear time-invari-
ant systems. By introducing the networked predictive
control scheme(NPCS)[12],[13] to compensates for
communication delays actively, a new distributed con-
sensus protocol is put forward. The predictions of states
at current time, instead of available delayed states, are
exploited to design the consensus protocol. For NMASs
with identical linear agents and bounded non-uniform
communication delays, necessary and sufficient condi-
tions of the consensus are provided. Finally,a numerical
simulation is further presented to demonstrate that per-
formance of NMASs with communication delays, based
on networked predictive control method,is very close to
that of systems without a network delay.

The rest of the paper is organized as follows. Section
IT gives the problem formulation and some prelimina-
ries. . Based on the NPCS,the design of distributed pro-



tocol and analysis of consensus are discussed in Sections
II-A and I, respectively. To illustrate theoretical re-
sults,a numerical simulation is provided in Section [V.
Finally, some concluding remarks are drawn in
Section V.

Some remarks on notation are given as follows. Let
M, ,(F)be the set of all m-by-n matrices over a field
F,and M,  (F)is abbreviated to M, (F) ,where [ is re-

al number field R or complex number field C. The set of

n,n

nonnegative integers is denoted by Z*. (X) stands for the
Kronecker product of matrices. || + | represents [’
norm on vectors or its induced norm on matrices. 1, de-
notes a /N-dimension column vector with all entries e-
qual to one. Oand | represent zero matrix and identity
matrix with an appropriate dimension respectively. For a
matrix A € M, (C ), define A° = I,. A matrix A
M, (C )is said to be Schur if all eigenvalues of A locate
in the open unit disk centered at the origin. e;(N,n) =
[0,--1,-+:0,1" e My (R )is block entry matrix,i. e.
e; (N, n) is composed of N matrices belonging to
M, (R ) ,where the i-th block is I, ,others are 0, ,1,
M (R)and0, e M ,(R),i=1,2,---,N.

II . PRELIMINARIES AND PROBLEM
FORMULATION

In this section,some basics of graph theory are intro-
duced to formulate the consensus problem. Let 7= {1,
2,-+-,N!| be an index set of N agents, where i repre-
sents the i-th agent. Aweighted digraph g = ( 7, £, =4)
can be used to conveniently represent the communica-
tion relationship among N agents in NMASs, where £ C
7% 7is the set of edges and A =[a;] e My(R)is a
nonnegative weighted adjacencymatrix. An edge from i
to j is denoted by e; = (i,j) with the adjacency element
a;;
means that agent j can receive the information from a-
gent i. Self-loop (7,7) is not allowed, i. e. a; =0 for all
i € 7 The set of neighborhood of agent i is denoted by
N, ={j e7:(j,i) € e!}.A sequence of edges(i,,i,),
(iy,03) 0, (i, i) with (i;,i,) € & and i; € ZTor all
j=1,2,-+.fe Z" ,is called a directed path from agent
i, to agent i,. If there exists a directed path from agent i

i.e ,e; € e a; >0. The directed edge ¢, € ¢

to agent j,then agent j is said to be reachable from agent
i,or agent i is said to be reachable to agent j. The set of
all reachable agents to agent iis denoted by N, . The
Laplacian matrix 2" =[1, ],y of the weighted digraph
g is defined as [, = Zj‘[lqj#iaijand ly=-a;Y ;=]
Obviously, all the row-sums of £ are zero, which im-
plies that Z has always an eigenvalue zero correspond-
ing the right eigenvector 1,. For convenience, % is
partitioned as % =[ ] [ -+ [} ]" with [, M, (R),
i=1,2,---,N.

Consider an NMAS composed of N discrete-time line-
dynamics of agent i are

ar agents, where the

described by

x;(t +1) = Ax,;(t) + Bu,(t),t € Z°

x (1) =@(t), —Ty<t<0,0e7 (1)
where x, and uiare the state and control input of agent z,
respectively,Ae M, (R)and Be M
matrices.

In NMAS (1) ,the information exchanged among dif-
ferent agents is achieved by a network, which implies
that commu-nication time-delays often occur due to
physical character-istics of medium transmitting the in-

(R) are constant

n,m

formation ( e. g. acoustic wave communication between
underwater vehicles ), diversity of signals ( boolean
codes, images, videos, etc. ) , as well as bandwidth of
communication channels. So it is assumed that agent i
receives information from agent j(j e N,")with a con-
stant communication delay 7, at time ¢, where 7;is a
known and positive integer. It yields that agent ¢ is com-
pelled to receive 7-step lag data from agent jdue to net-
work delays. And it is assumed that agent i receives in-
formation from itself without a delay, i. e., 7, =0,
Vi e Z'letr) = max 7. And ¢;( - ) represents a giv-
ije7
en initial state,i € 7
The main objective of this paper is to this paper, the
following assumption can reasonably be made.
Assumption 1; The states of all agents are available.
And each agent i can receive information from agent j,

Yjetlifu N/ .

A. Design of Protocol Based on the NPCS

Due to network delays,agent (i e 7°) can not get the
current information from agent j(j € N, ) at time ¢,but
only obtain information at time ¢ — 7. The most of exist-
ing consensus protocols are designed by exploiting de-
layed states. for example, u; (1) =KX, y a; (% (1 -
1) —x,(t=7;)),i € 7 Because limited and outdated
data can not reflect current situations and dynamics of
the systems completely, dynamic responses and control
performances can not be ideal based on traditional con-
sensus protocols. Therefore, the NPCS is employed to
predict current states of agents and compensate for com-
munication delays actively in this paper. Prediction
states, instead of received outdated states, at current
time are exploited to design the consensus protocol.

Let 7, = maxt;,i € 7. For agent i,one possible way to

jeNy
construct the state predictions of agent j(j e {il U N/
from time ¢ — 7, +1 to ¢ and control inputs predictions
from time ¢ — 7, to ¢ are presented as follows.

Step 1: The control input of agent j(j e {i} UN, )at
time ¢ — 7, ,based on receiving the available state data at
time ¢, can be constructed as

ﬁj(t -7 lt-7) = KZ a,Ax; ,(t = 1,)
pel
where Ax; (t —7,) =x,(t —7,) —x;(t —7;) is the state
difference between agent j and agent pat time ¢ — 7, ,and
Ke M, ,(R)is a feedbackgain matrixtobe designed.
Step 2. On the basis of linear system model (1) and

.37 .
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control input ﬁj(t —7,lt —7,) obtained in the first step,the
predictions of state and control input for agent j(j e {i} U
N.) at time t —7; +1 can be constructed as
fc]_(t—Ti +11t-7) = Ax;(t —70) +
Ba(t-7lt-7)(t-rilt-7i)
a(t-7mle-7)@ -7 +111t-1)
= K,,;yaij&j‘p(t -7, +1lt-7)
where 3 (¢ —plt —¢q) (p <gq) denotes the state predic-
tion for time ¢ — p on the basis of the states up to time
t—q,and Ay, (t-plt-q) =3 (t-plt—q) —x,(t-
plt —q)is the state predictions difference between agent
J and agent pat time ¢ —p.

Step k +1: By the way of iteration, the predictions of
state and input for agent j(j e {i| U N, ) at time
t —7; + k can be constructed as
x(t-7+klt-7)=Az -1 +k-111t-7)

+Bo(t-1,+k-111t-1),
a(t—r +klt-7) =
K,;ya”’A fchp(l -1, +klit-1)

Step 7, : The predictions of state and control input for
agent j (j e {i} U N/ ) at time t-1 can be
constructed as

x(t-1lt-7) =Az(t-21t-7) +
By (t-21t-1)

g, (t=111-7)= KZ\“%A&“’“ -1lt-7)

Step 7; +1 ;Finally,thep EplfediCtiOD of state for agent j
(je il U N,) at time tcan be constructed as

z(tlt-7)=
A;cj,(t—ll t—T,-)+B&/(t—1I t—T,)
Hence, for NMAS (1) with constant communication
delays, the protocol of agent iis designed as
w(t) =u(tle 1)
= K_Z\_a,.jA Rl =1) (2)
jeNi

where K € M, ,(R)is a feedback gain matrixtobe de-
signed.

In the proposed consensus protocol , state predictions

m,n

at current time are exploited instead of received outdat-
ed states.

Remark 1: By using the prediction method, the state
pre — diction of agent j(j e N/ )at time ¢ can be ob-
tained , based on information up to time ¢ — 7,. When
7, <7, the states and inputs from time ¢ — 7, to time
t — 7 are available at time z,it is unnecessary to predict
states and inputs within the finite time points {¢ - 7,,
t—7, + 1,1
from itself without a delay. So it is not necessary to pre-
dict the states and inputs of agent i.

Therefore, on some level, the proposed predictive
method in this paper increases the computational burden
and is slightly conservative. However, the proposed
method follows the uniform rule for all agents, overcomes

-7 I. Besides, agent i receives data
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design obsta-cle from different time delays 7, simplifies
the prediction procedure and reduces difficulties of the
theoretical analysis and derivation. In particular, when
there are not external disturbances, predictive values
will be equal to actual values. The accuracy and preci-
sion of the propose method would not be affected though
the additional computation load of algorithm is in-
creased. Hence , this paper provides a method of dealing
with non-uniform communication delays, though it is
mildly conservative.

The major work of this paper aims to design consen-
sus protocols such that all the states of the multi-agent
systems achieve consensus. The definition of the consen-
sus is presented as follows.

Definition I:For NMAS (1), protocol (2) is said to

(asymp-totically ) solve consensus problem if the states of
system(1)satisfy lim || x,(¢) —x,(¢) || =0,Vi,j e 7"
t—o

. CoNSENSUS OF DISCRETE-TIME
NMASS WITH DELAYS

In this section, the consensus analysis of NMAS (1)
with a directed topology and constant communication
delays is provided.

Note that

(L2 @1)A, =
ALY ®1,) - BROULA) ®1,)
where A, =1, XA - ZX)(BK) ,and [, is the i-th row of
the Laplacian matrix %£,i=1,2,---,N. By the way of it-
eration , the state prediction of agent j(j € {if U N,)at
time ton the basis of data up to time ¢ — 7, can beex-
pressed by
x(tlt-7) =
Az (t=1lt-7) +Ba(t-111t-7)
=A"x(t —71,) + Q(7)x(t —7,;) (3)

where (,(7;) = Zl (L") ®F(A™ ") and f(A")is

all the items that degree of A is h in(A — BK) ™ expan-
sion,h =0,1,--- 7, - 1.
For simplicity , denote
2(1) =[x (1) x (1) O
w(t) = [u (1) u, (1) uy(1) 1",
8,(t) =x,(t) —x,(t),1 =1,2,---,N,
8(1) = [8,(1) &(1) sy(1) 1"

The following theorem provides a necessary and sulffi-
cient condition of protocol (2 ) solving the consensus
problem of NMAS(1).

Theorem 1 Consider NMAS( 1) with a directed topol-
ogy & = (7,¢,-4) and non-uniform constant communi-
cation delays. Protocol (2 ) solves the consensus problem
if and only if the following linear discrete-time system
with multiple delays is asymptotically stable.

N

S(t+1) =H5(t) + Y H 8(t-1),tel
=1

where



H =1, ®A
R= R[(RbR';‘)“

Ro=[ -1,, I,.,]

H, o=>7(1,,1 /”R)®(3Kf(z4” )
H, = e (N=1,) S70(LSR)®

(BKF(A"™))j=2,3, N
and f(A")is all the items that the degree of A is h in
(A-BK)™ ,7,0=1,2,-- N
Proof:
Substituting (3 ) into (2 ) derives
u (1) = K> a, Ag (il -1)

]E\

expansion ,h =0,1,---

—KZlyx(tlt )

—@(T)x(t t),ie (4)

where

0,(r;,) =- ZIOLJ;%") ® (Kf(AT1))

Introduce some auxiliary matrices
R=R,®I.,R =[R, 1,]"R=R ®I,.
It is easily verified that R, and R are inverse matrices and
I, = R"(RR") 'R
= [R/(R.R)'R,] ®1n

= [R,(R,R)) 'R, + 1A1N] ®I,

= R'"(RR") 'R + N(lwl,\,) I, (5)
It follows from # 1, =0 and [,1,=0,1=1,2, -,
N, that
(> (1,2 ® (BKf(A™))) ((1,1)) ®1,)
q=0

- zum 1T) ® (BKf(A™))

=0
So, it follows from(5 ) and(6)that

Z(l/) ® (BKFA™))x(1 - 7.)

(6)

Ti

= (X (L)@ (BKA(A™)) ) R'(RR") 81 = 7,)

q=0
= Z,(r)8(t -71,)
where
Z(r) = > (LZR) @ (BKF(A™™)), i=12N

Hence,the relative state error system can be presen-
ted as

S(t+1) = Rx(t +1)
R[(Iy @A) (1) + (Iy @ B)u(t)) ]
EI(T1>6(t -7)
E,(7,)6(t —1,)

H5(t)- R (7)

EN(T;\’)S(;

— Ty )

N
= Ho(t) + > H,8(t-7,)
i=1

It can be seen that system(7)is a linear discrete-time
system with multiple delays. Therefore ,that protocol (2)
solves the consensus problem of NMAS (1) is trans-
formed into the asymptotical stability problem of system
(7) with multiple delays. So protocol (2 ) solves the con-
sensus problem if and only if system(7)is asymptotical
stable.

Lemma 1 :Let the Laplacian matrix 4 of digraph ¢ be

partitioned as [ V’“ . 12] with 4, € R and %,
(:,,'/21

M,_,(R). For any positive integer n.
R, 2" = (Zy = 1y, Z1)"R,
where R, =[ -1 Iy, 1.

Proof. Mathematical induction is used to prove the
con-clusion. Because % 1, =0, which implies %, +
Zoly =0 and %, + Z,1,_, =0.

When n =1,

R =1[ % -1y, %, %y
[1,\ 1%1211\ 1 /221\ 1
[ (:—/22 - w-lb/lznw—l

= (“%n - 1yu %R,

Assume that the equality is true for n = k: R, 4" =
(% 1y, %) "R,. From this, it need to be shown that
the equality continues to hold for n =k + 1.

R =R, L L =( Ly =1y L)' R, S

= (c—/zz - 15\‘-1‘1512)“1]%}7
The proof is completed.
Especially ,when 7, =7, = --+

- 11\-1 leJ )
(///22 - lwfr%/]zJ
Ly = 1y %12]

=7y=7, the following

result can be obtained easily.

Corollary 1 ; Consider NMAS( 1) with a directed topol-
ogy G = (72,4 )and non-uniform constant communi-
cation delays. when 7, =7, =--- =7, =7, protocol (2)
solves the consensus problem if and only if the following
linear discrete-time system with a constant delay 7 is as-
ymptotically stable.

6(t+1) =H6(t) +HS(t—-7), t e Z (8)
where H, = - ZT o (2 1y, Z,)"" ® (BKf
q=
(A""")) ,and H is defined as Theorem 1.

Proof: when 7, =7, =+ =7, =7,it follows from
Lemma 1 that
E (r)86(t —1,)
R E,(7,)8(t = 1,)

CHERLUEEN)
(1 Z'R) ® (BKf(A™™"))
RS [ (7R © (BRIA™) Is, )

¢=0

(I, 2'R) ® (BKf(A™))
RY (Z"'R) ® (BKf(A™))

.30 .
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= Z (R, Z"'Ry) (R,R,) ™) ® (BKf(A™))

= Z (Zy - 1}\5_1:%;2)“1 @ (BKf(A™"))
q=0

Hence, system (7 ) can be reduced to system (8 ).
From Theorem 1 ,the result holds.

IV. SIMULATION

In this section,a numerical simulation is presented to
demonstrate the applicability of the obtained theoretical
results.

Example 1. Consider a NMAS with four agents with a
directed topology G = (7,2,-4) ,where 7"'= {1,2,3,
4} 2= {(1,2),(1,4),(2,3),(3,1),(4,1)} and
corresponding adjacency elements are 1 (see Fig. 1).
The dynamics of agent i(i = 1,---,4) is described by
the following linear discrete time system.

() = [0 “ 2 + [ 23w
(9)

Fig. 1 Fixed topology among four agents

Assuming there exist communication delays 7, vary
randomly in a finite set {1,2,3}. By using employing a
cone complementary linearization algorithm and [ 14,
Theorem 3 ], a feedback gain is obtained as K =
[ -0.154,7 0.331,3 ], which guarantee that
switched system (7 ) with delays is asymptotically stable.
Hence, from Theorem 1 ,the protocol (2 ) solves the con-
sensus problem.

Set initial conditions of the system states to be
o, (1) =0,0=-3,-2,-1,1=1,2,3,4. ¢,(0) =
[1 0]%,¢,(0) =[2 ~1]",9,(0) =[1 ~1]"
and ¢,(0) =] -1 -1] ", The state trajectories of the
closed-loop NMASs with communication delay are
shown in Fig. 2. Solid lines represent the case of no
communication delays, and dashed lines represent the
case of communication delays. It illustrates that perform-
ance of NMASs with communication delays, based on
networked predictive control method, is very close to
that of systems without a network delay. The simulation
result further validates that the NPCS can compensate
for communication delays actively and improves the per-
formance.

. 40 -

#(steps)

Fig. 2. State trajectories of agents

V . CONCLUSIONS

The consensus problem of linear discrete-time NMASs
with a directed topology and diverse communication de-
lays has been studied. To overcome possible negative
effects of communication delays, the networked predic-
tive control method is introduced to compensate for time
delays actively. The predictions of states at current
time, instead of available delayed states,are exploited to
design the distributed consensus protocol. For NMASs
with identical linear agents and bounded communication
delays, the consensus problem of NMASs is transformed
into asymptotical stability problem of linear discrete-
time switched system with delays, and then necessary
and sufficient conditions of the consensus have been
provided. A numerical simulation has been provided to
further validate the effectiveness of the proposed theoret-
ical results.

In this paper,an approach has been provided to deal
with bounded and diverse communication delays, based
on the common upper bound function. However, the pro-
posed predictive method increases the computation bur-
den and is slightly conservative. So some issues will de-
serve further investigation in our future work, such as
how to reduce the design conservatism,and the analysis
of the time-varying topology and data dropout cases.
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Abstract— In order to solve the problems of low conductiv-
ity, narrow range, and low accuracy, a novel MEMS wind
speed and direction sensor based on solid state heat transfer
and double coordinate model is reported in this paper. The
sensor has the following prominent characteristics, using sili-
con as structure, using Ni-Cr alloy film as heater and using
Al, O, film as solid state medium heat conduction layer , even-
tually an eight array wind speed and direction sensor model
based on solid media heat transfer and double coordinate
model can be structured, which can improve the accuracy
and range of the sensor. Furthermore, the rationality and
feasibility of the design have been verified through simula-
tion experiment in this paper.

Keywords—  Solid state heat transfer, double coordinate
model, wind speed and direction sensor, eight array
sensing element

I . INTRODUCTION

Wind is a nature phenomenon due to the flow of air
existing in everywhere of human life. Meanwhile , it is an
important renewable energy and has great influence on
agriculture and transportation. How to measure wind
speed and direction accurately is the key problem of
how to use it efficiently. So the study and development
on wind speed and direction are very important sub-
jects. Nowadays, wind speed and direction sensors are
becoming more and more important in many applications
on, such as aircrafts, meteorology , ocean, environment ,
industry , transportation and so on [1].

Various detection requirements on wind speed and di-
rection result in various kinds of it. The cup shaped and
propeller shaped wind gauge are two typical applications
among mechanical wind speed meter, which have low
cost, simple measuring method, better measuring re-
sults, but they also have many drawbacks including slo-
wer reaction rate, bigger volume, moving parts easy to
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wear , frequent maintenance, higher later using cost and
so forth[ 2 ]. With the rapid development of laser and ul-
trasonic technology , wind meter based on the two tech-
nologies has become possible. However, the high price
limits its wide applications to a great extent. Wind meter
sensor based on MEMS process has got more and more
widely applications for its smaller dimension, easy inte-
gration, mass production, high precision and hard to
wear. What is worth to say,low heat transfer efficiency,
narrow range, vulnerable to environmental interference
and other shortcomings have existed in present report of
wind speed and direction sensor. So the main problem is
how to improve its sensitivity and accuracy[ 3 ].

In this paper,a wind speed and direction integrated
sensor is designed based on MEMS technology. The heat
can be transferred to the sensitive unit, through the
Al, 0, s0lid medium heat conduction layer,which can in-
crease the temperature of the sensing unit, expand the
range of the sensor. Improve the accuracy of the sensor
by a double coordinate calculation model.

Il . MODEL DESIGN AND
MANUFACTURING METHOD

Fig. 1 presents a schematic illustration of the pro-
posed wind meter sensor. The device is consisted of
eight parts, which are Si substrate ,SiO, insulation layer,
Ni-Cr alloy heating film, Al, O, solid medium heat con-
duction layer, eight array sensitive cell, pad, connecting
line and groove. Ni-Cr alloy heating film located in the
middle of SiO, insulation layer and Al, O, solid medium
heat conduction layer.
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Fig. 1
The fabrication pgrocess is as seen in Fig. 2. Firstly,
prepare crystal (100) Si as the substrate with the size of
8,000 x 8,000 x (200 ~300) wm’. Then form SiO, insu-
lation layer within 0.4 ~0.5 pm thickness through the
dry-wet-dry oxygen alternating oxygen process. After
that, sputter a film of Ni-Cr alloy heating film on the SiO,
insulation layer. It follows with the Al, O; solid medium
heat conduction layer of 0.6 pm except the pads areas.
Then generate the sensitive elements and connecting
lines on Al,O; layer. Meanwhile , there will be growth on
the corresponding thickness of the pads. In order to form
the micro-cantilever beams, firstly, we use Hydrochloric
acid ,HF acid and EPW corrosion agent to etch Al, O,
solid medium heat conduction layer, Al,O; solid medium
heat conduction layer and Si in order from the upside
and then reuse the EPW corrosion agent to etch the Si
from the downside. After all the procedures mentioned a-
bove ,the sensor we proposed can be formed entirely.
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Fig.2 Fabrication process of the wind
speed and direction sensor
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IT. DOUuBLE COORDINATE MODEL AND
SIMULATION

A. Building and Calculation of Double Coor-dinate Model

Eight sensitive elements are distributed on the surface
of the sensor to improve the measuring accuracy as we
can see from Fig. 3. Using the double coordinate model
to calculate wind speed and direction was the first time.
There are two kinds of common working methods of hot
film wind speed and direction sensor, namely, constant
power( CP) and constant temperature difference( CTD).
For two dimensional thermal temperature difference type
wind speed meter chip[4 ] ,the temperature gradient in-
duced by fluid can be decomposed on the XOY coordi-
nate as follows.
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Fig.3 Vertical view of sensor element

AT, is the temperature difference between the heating
electrode and fluid. The value of the temperature differ-
ence AT is not only related to AT, but also related to
the gas flow v, F(v) is the function of v,s is a constant
determined by fluid characteristics and sensor's struc-
ture. According to boundary layer theory and King func-
tion,when the wind blows over the surface of the sen-
sor, we can determined the temperature difference as
follows[ 5]

AT =5+ AT, - F(v) (1)

0 is the angle between the wind direction and the pos-
itive X axis. According to the trigonometric function,
temperature difference ATcan be divided into horizontal
difference AT, and vertical difference AT
AT. = AT - cos 0 =s + AT, - F(v) - cos 0

AT, = AT -sin @ =s - AT, - F(v) - sin g (2)

Assuming that the value of the resistor is R and the
temperature coefficient of the sensitive isa, according to
Wheatstone Bridge ,the output voltage can be calculated
as

AR, a - AT,
ew R U - R U
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a+s- AT, - F(v) + cos 6
R
AR“S a.ATﬂs
AU, = R U = R U
a-s AT, - F(v) * cos 0
: 0 (3

From formula(2)and(3) ,we can know that the wind
velocity satisfying the following formula

AT, + AT’
F(v) ew ns
s« AT,
R
_a's-ATO-U AT, (4)

Calculate the inverse function in formula (4) to get
the wind speed v

: R
:Fl I L 2 2 5
v (a.S.ATO.UA/ADUEW +AU,7) (5)

Refer to formula(2)and (3 ), wind direction can be
defined as

£ ATn52

A TY]S ns
AT,

f = arctan = arctan —— 6
ew AU(‘,\’\' ( )

Similarly, the temperature gradient induced by the
fluid decomposed by the X0OY~ axis can be expressed as

- R
"= F v . ’ 2 ’ 2 7
v (O( o5 . AT(J U AUe“ + AU”S ) ( )
07 —_ t I:S —_ t L/H’S (8)
= arctan ATJW = arctan AU:‘A

Through formula (5) and (7 ), the final wind speed
can be obtained as
v+
Wo="

N R «/ﬁ
_2(F (701-3 AT VAU AU,

- R «/ﬁ
F (—a.S_ATO_U AU F+AU, ))

(9)
Through formula(6) and(8) ,the final wind direction

can be obtained as

6+ -45°

Vo=
= Lalrctan AU, + L LU’“S °
=5 AU 3 (arctan AU - 45 )

(10)
Through the double coordinate model,we can achieve
two measurements of the same wind speed and direc-
tion,and two calculations,so as to improve the accuracy
of the measurement.

B. Simulation

In order to save time,reduce the cost of sensor manu-
facturing, shorten the period of sensor development, opti-
mize the performance of the device,the simulation of the
sensor is essential. The simulation is a multi domain
coupling simulation, which involves thermal simulation
domain, fluid simulation domain and electric energy
simulation domain. Using the constant power mode, the
simulation of the multi coupling field can be simplified
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to the temperature simulation in the fluid solid coupling
field(FSI) by calculating the value of the heating resis-
tors and the voltage at both ends.

The prominent advantage of thermal type anemometer
is that,it can measure the wind direction and has grea-
ter sensitivity in smaller wind speed. The disadvantage
is AT will be saturated when the wind speed is large,
because the upstream temperature can not be lower than
the environment temperature and the downstream tem-
perature can not be higher than heating temperature , so
there will be range saturation in the wind speed meas-
urement[ 6 ]. Using the simplified model for simulation,
the hierarchical structures are shown in Fig. 4 (a) and
Fig.4(b). Fig. 4 (a) exhibits the model with Al,Q, solid
heat conducting medium layer. Fig. 4 ( b) exhibits the
model without Al, O, solid heat conducting medium lay-
er,and the Ni-Cr alloy heating film and eight array ele-
ments are in the same plane.
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Fig.4  Simplified hierarchical structure model
(a) hierarchical structure with Al, O heat conduction layer;

(b) hierarchical structure without Al, O5 heat conduction layer

Applied the same heat generation rate on the heating
body of the same volume and the temperature distribu-
tion field is shown in Fig. 5. As we can see from the fig-
ures, the temperature of the sensitive element in
Fig.5(a) was significantly higher than that in
Fig. 5(b). Heat transferred to sensitive unit is more by
Al, O; solid heat conducting medium layer. Therefore,
there is a higher static temperature (i. e. no wind blo-
wing through the sensor unit) , or to achieve the same
temperature with low power consumption. Therefore , the
method of heat conduction of the solid medium can not
only improve the range of the sensor, but also can im-



prove its sensitivity.
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Fig.5 Temperature distribution field

(a) temperature distribution field with Al, O heat conduction layer;

(b) temperature distribution field without Al,O5 heat conduction layer

To achieve the temperature distribution field of the
design model,we applied 4.9 x 10> W/m’ heat genera-
tion rate on the Ni-Cr alloy film. Fig. 6 shows the simu-
lation results when the wind speed is 4 m/s and the
wind direction with the positive direction of X-axis is ze-
ro. Fig. 6 (a) is the whole temperature distribution field
and Fig. 6(b)is the refinement enlarge the Al,0O, insu-
lating layer temperature distribution field. The upstream
temperature distribution was significantly lower than that
of the downstream temperature, that means, the model
has better perception to the wind speed.
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Fig.6 Temperature distribution field
(a) the whole temperature distribution field;
(b) refinement enlarge of certain section

Fig. 7 (a) exhibits the whole temperature distribution
curve when the wind speed is 0 m/s,2 m/s,4 m/s and
6 m/s. Fig. 7(b)is the amplifier of Fig. 7 (a) at certain
section,what can be seen clearly in Fig. 7 (b) is the
temperature gradually decreased as the increase of the
wind speed, and the value of the sensitive cell AT can
be affected by the distance from the sensor to the cen-
ter. In later works, we can expend the simulation range
to determine the optimal distance from sensitive element
to center in measurement range[ 7] [8].

380 - . r 0 m/s
: : : 2m/s
370 f e R 7 : : = e
: 5 : : : 6 m/s

Temperature/K
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Fig.7 Temperature distribution curve
(a) whole temperature distribution curve;
(b) amplifier of certain section

IV. CONCLUSIONS

In summary , using the double coordinate model calcu-
lation method can improve the sensor accuracy, using
Al, O; solid heat conducting medium layer to transfer
heat can obtain the higher temperature distribution
field , improving the sensitivity and range of the sensor.
The methods presented in the paper provide theoretical
basis and simulation verification for improving the accu-
racy and the range of the sensor,and lay the theoretical
basis for the manufacture, widen the application field
and application prospect of the wind speed and direction
sensor.
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Abstract— We can construct bipartite graphs of scientist,
researcher's publication list. When we build bipartite
graphs, we will describe collaboration models for some inter-
esting applications can be used to solve problems such as fin-
ging particular researcher, it's collaboration, some statistics
and relevant operations such as add paper, classification, in-
tergration of research areas.

To solve the wide variety of problems that can be studied u-
sing graphs, we will introduce several graph algorithms using
formal methods

Keywords—  algorithms , software , graphs , formal method

I . INTRODUCTION

Graphs are discrete structures consisting of vertices
and edges that connect these vertices. Graphs are used
as models in a variety of area. For instance, graphs are
used to represent who influences whom in an organiza-
tion , acquaintance ships between people in social net-
works such as Facebook, Youtube, Linkedln, telephone
calls between telephone numbers, road networks in
transportation , collaboration. In such models, vertices re-
present person and edges present their connections. For
scientist and researcher's publication list, vertex set can
be divided into two disjoint subsets to present authors
and their research papers.

Il . PUBLICATION BIPARTITE GRAPHS

We consider following publication list. Scientist,
researcher's publication list generally can be with fol-
lowing structure ,as shown in Table T .

Table |  Continued
Authors Paper Other info
Munkhbuvan B Enterprise  Architec-
3 | Ganbat TZ > | ture Development | 2011,
. o strategy in Higher Ed- | EICTHE
Batzolboo B scation
4 | Zolboo D, The. ?“fvtey ‘t’“ °r1‘.lf“e 2012,
Ganbat T2 | Seviee at metropols |
S Zolboo D, S;lrv:r}}lf of comparlssri 2012,
Ganbat Ts of e sovernmentat | yygr
online service
6 Dolgorsuren B, IS ome transﬁitlon [tJrOE: 2012,
Ganbat Ts ens on SoTware fee MUST
nology term
5 | Khuder A, Ea“ of Sp"t‘"’h Tafagmg 2012,
Ganbat Ts rperiments or Aon | yygy
golian Language
Development of com-
3 Dolgorsuren B, puter model to calcu- | 2013,
Ganbat Ts late statistics about | MMT
traffic jam

We can denote above publication list by G(A,P,N)
bipartite graphs where A set is consist of six authors
A =1{al,a2,a3,a4,a5,a6} ,P set is consist of eight pa-
pers P = {pl,p2,p3,p4,p5,p6,p7,p8} and N set is
their connections N = { (al,pl), (al,p2),(al,p3),
(al,p4),(al,p5),(al,p6),(al,p7),(al,p8), (a2,
pl),(a2,p7),(a3,p2),(a3,p6),(a3,p8), (a4,p3),
(a5,p3),(a6,p4),(a6,p5)} where ANP = .

Table [
PUBLICATION LIST
Authors Paper Other info
1 Khuder A, N-gram analysis of a | 2011,
Ganbat Ts Mongolian Text MUST
) Dolgorsuren B, Development of Com- | 2011,
Ganbat Ts puter law syllabus MYyTUC
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Each author and paper are represented by vertex and  connection is represented by an edge ,as shown in Fig. 1.

author 1 author2 author3 author4 author5 author6

Fig. 1 Publication bipartite graphs

There are many useful ways to represent graphs. Here We can easy obtain some interested information from
we represented G = (A, P, N) graph using adjace- M matrix such as calculate total paper's number for par-
ney matrices ticular author, author's number for particular paper, total

m(ij) = {1 , (a,p)isedgdof G collabmﬁated guthor's .number for particular author,find a
0, none paper title with maximum collaborated authors, author

name with maximum collaborated authors, who has max-

111 1 1 1 11 imum papers.
1 000 0 01O Following we represented anthor's collaboration graph
M=10 1000101 and its matrix,as shown in Fig. 2 and Fig. 3.
001 00 O0O0OTO
001 00 O0O0OTO
0001 1 0O0O
Ganbat Tsend Collaboration network

Research area

35
3
25 /N /™ —Naturallang
D) // ~ // ~ ——Modeling
1.15 y/ <7/ —E-Gov
05 —Interaction
0 —
2010 2011 2012 2013 2014 2015

Q

Fig.2  Collaboration graph for authorl

Statistics
Ganbat Tsend Publication years 1992-
2016
MUST Publications(Book/Paper) 70
Ganbat_tsend@ (13/57)
yahoo.com Cited 5
vAvailable download 20
Downloaded(6 weeKs) S
Downloaded(Year) 10
Total Downloaded 30
Average download per paper 2.1
Average cited per paper 0.75
Collaborators 20
Published Journals/proceedings 40

Fig.3 Researcher's statistics
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For M matrix, given row's values sum is author's total
paper's number, sum of column is collaborated author's
total number. All row number is author's total number,
all column number is paper's total number.

02 3 11 2

2000 10
c-1300000
1000 30
1103 00
220000

adjacency matrix for authorl

IT. ALGORITHM DESIGN

We can develop algorithms to check publication list
whether it is publication list or not, whether paper is
registered into publication list,add paper to publication
list, remove paper from publication list. Here we de-
fined one algorithm to add paper to publication list using
formal method
A,P,N
G =AxPxN
add:A xP xG—G
add(a,p,g) =
mk_G({alUg. A,|P}Ug. p,{a,p}Ug N)
pre(not a € A)and(not p € P)

Type

value

IV. CONCLUSIONS

(DWe illustrated publication list by set, graphs , matri-

ces. At result, we developed some algorithms to obtain
interested statistics.

(2 As the list, we defined collaboration graphs be-
tween researchers.

(3 We defined some relevant operations on the list
and collaboration graphs. And we developed some algo-
rithms.

@Using RSL,we defined formal specification of pub-
lication list and collaboration graphs.
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Abstract— Today, more and more often it is necessary to
upgrade equipment, carrying out measurement and control
of production parameters in production. This need arises
from the need to increase the volume of production,automa-
tion of the measurement process, grading , design of reporting
protocols. Thus arises the need for automated measurement
of parameters of the complex, which controls by the comput-
er, performing processing of measurement results already in
digital form, as well as manage the process of grading the
finished product.

Keywords—  Instrument making, upgrade equipment, auto-
mated measurement, modules power supplies, information-
measuring systems

I . INTRODUCTION

Today , more and more often it is necessary to upgrade
equipment , carrying out measurement and control of pro-
duction parameters in production. This need arises from
the need to increase the volume of production, automa-
tion of the measurement process, grading, design of re-
porting protocols. Existing systems are fully analog and
require significant operator involvement in the process of
measurement. Thus arises the need for automated meas-
urement of parameters of the complex,which controls by
the computer, performing processing of measurement re-
sults already in digital form, as well as manage the
process of grading the finished product. With regard to
thezener-noise generators ( devices/crystals ) 2G-401
A-V (vary the noise power spectral density and spectral
width) ,where control parameters are:a constant voltage

Control signals(TTL)

in the reverse current of 100 mA, the difference is in
constant tension with the reverse currents of 100 mA
and 1 mA, DC voltage at a forward current of 10 mA
and spectral characteristics ( noise spectral density[ 1],
boarded frequency) .

Measurements should be made in 3 variants:on crys-
tals(using a probe) in the cassette 36 ap paratus ( ther-
mal chambers) , ongardingment finished devices, which
requires contacting the respective control devices. The
complex has been implemented on the modules pro-
duced by " L. Card" [2] For the measurement of the
modules have been selected LTR210 ( two channels of
ADC with a sampling frequency of 10 MHz each , beyond
the measurements + 10 V) ,thus,the highest measured
signal frequency 4.5 MHz. So the contact devices TTL
implemented logic (5 B)for the control channel modules
LTR43 were selected(up to 32 1 / O signals TTL).

Optional modules power supplies have been designed
and manufactured to set the mode power devices / crys-
tals. Due to the fact that there are two modules LTR210
full measurement channels and measurements are made
in the cartridge 36 to devices, it has been realized 4 par-
allel measuring channels for modules 2 LTR210. It helps
speed up the measurement process in the cassette (9
measurement cycles instead of 36 ). For switching de-
vices in the cassette and the measuring current source
input module has been implemented multichannel ana-
log switch that connects one of 9 to the output devices.

Block diagram of the three uses of the complex are
shown in Fig. 1 and Fig.2.

Probe A5 or

Fig. 1

- 50 -

gardingment [

—

USB
interface
control block
module LTR43
Me?jsuri]il Rugito Controlling
oduie  ——
(chaneINol) PC from SW
USB
IT Block interface

Flowchart complex crystals as measured with a probe



USB interface
. . Controlling
Control Block Measuring unit USB interface
Module LTR43 module LTR210
l T T T T PC from SW
Cassete devices : IT Block ] Block
36 channels

Fig.2 A block diagram of the complex in measuring instruments in the cassette

Implementation of the software is executed in an envi- and Technology and Novosibirsk State Technical Univer-
ronment LabView, modules " A Card" is delivered in a sity.
set with the libraries for programming in LabView,

C ++ ,etc.
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Abstract— Education is one of the fastest-growing economic
and social sectors in the world,and the use of new technolo-
gies is an integral and driving component of that growth. The
problems of creating an electronic tutorial for the discipline
""Motor Vehicle" ,developed by the Department of Transpor-
tation. Presented the scientific and methodical approach to
creating a poster based on the general principles of develop-
ment of multimedia training materials and considers specific
discipline.
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I . INTRODUCTION

Multimedia instruction is one of the current examples
of a new area of instructional research and practice that
has generated a considerable amount of excitement. Like
other new areas, its early advocates begin with a set of
assumptions about the learning and access problems it
will solve and the opportunities it affords [1].

So, many different definitions of multimedia have
beenoffered [2]. " Multimedia" usually refers to the ca-
pacity of computers to provide real-time representations
of nearly all existing media and sensory modes of in-
struction. Sensory modes are distinguished from media
because they relate to the sensory format of information
so that it is compatible with one of the five senses. Visu-
al and aural forms of information can be provided by a
variety of media whereas taste,smell ,and texture repre-
sentations in media are very limited.

A study subject " Motor Vehicle" is compulsory for
students of three professions. Students from the profes-
sion " Management for Transportation" consider that the
subject is the hardest. Discipline " Motor Vehicle" gives
students a basic understanding of the relationship of sys-
tems and mechanisms and the study of unit and operat-
ing principle of the vehicle components and assemblies.

Currently, there is a tendency for the development
and wide application of multimedia teaching aids in
teaching various technical disciplines. Multimedia tech-
nology represents an opportunity to create educational
materials that contain images, text, accompanied by
sound , video , animation and other visual effects.

.52.

II. PURPOSE AND PROBLEM STATEMENT

On the urgent need for the use of multimedia educa-
tional materials for studying technical subjects seen in a
number of facts that in recent years increasingly ob-
served in the learning process.

First,the students, most of which have very advanced
skills in using computer technology, readily accept sub-
missions in electronic form. Secondly, there is a distur-
bing trend; students—experienced computer users—
found it as they think the easiest way to " assimilation"
of the course—search the web material on the program
of discipline, which are not always of good quality,
methodologically aligned, and sometimes openly illiter-
ate.

That is why the goal is to create an electronic materi-
al ,obviously, will be demanded of students,they have to
offer professionals.

Distinguish two main tasks of multimedia tools used
in the learning process ;improving students' independent
work and improving the classroom teacher of students,
primarily through the most intuitive visualization of lec-
ture materials.

The last factor is extremely relevant to the disci-
pline of " Motor Vehicle" ,which is associated with spe-
cific features of this course. During the lecture the
teacher often spends much time on explaining the rather
complicated for the perception of the material. This ap-
plies, for example , sections of the " principle of transmis-
sion" " steering" as well as sections, which are accom-
panied by an analysis of electrical circuits. There is a
need to replace the unproductive part of the teacher with
the board to represent the visual materials in the com-
puter as follows:in the form of "live" illustrations, ani-
mation ,video images. This saves time and enhances the
teacher's positive reaction of students at the stated mate-
rial.

II. PRINCIPLES FOR THE DEVELOPMENT OF
ELECTRONIC LEARNING MATERIALS

The most important principle on which to base the de-
velopment of electronic teaching materials ,—the princi-



ple of interaction—is the effective joint work of the two
main actors in this process:a practitioner—the teacher
disciplines and the developer—a specialist in multime-
dia technologies.

The problem is that the teacher,not a computer spe-
cialist ,does not know how to implement existing ideas in
his presentation. This is the key role of specialist media
or developer. This specialist has the necessary skills to
use software tools to implement those ideas that have de-
fined the teacher to visualize the material.

The developer has methodological experience of form-
ing a multimedia educational material , operates ways of
presenting information, visual or acoustic, and uses dif-
ferent channels for information. Integration of all these
mediums into a single product of complex structure and
the task of the developer. Thus,selection of objects visu-
alization and creative work to create a picture of the pro-
ject a task the teacher-practitioner. The task of the de-
veloper to implement this project available to it software
tools with the above rules. Becomes clear that the effec-
tive interaction of the teacher and the developer, their
combined creativity are key to generating high-quality
multimedia materials [ 5 ]Jand[6].

IV. THE STRUCTURE OF THE
ELECTRONIC TUTORIAL

The main components of electronic textbooks are
structured lecture materials, multimedia presentation
materials , exercises and tests for knowledge control, vir-
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tual labs.

Multimedia presentations of lecture material with ap-
plication of visualization tools are most appropriate for
studying objects and processes of the following nature

(D Objects, processes and phenomena that are inac-

cessible to direct observation;

@ Processes and phenomena occurring in the move-

ment and development;

(3Very slow or very rapid processes and phenomena.

For the maintenance of discipline " Motor Vehicle" is
characterized by all kinds of these objects and phenome-
na. For example; the electrochemical processes in the
battery , automatic transmission, electrical equipments of
automobile that are extremely difficult to understand for
students. The study of such objects requires the develop-
ment of video or animation of options. See Fig. 1.

Visual range, designed for the module is logically di-
vided into separate slides, the sequence of which, ac-
cording to the principle of integrity, coincides with the
order of presentation during the lecture. Teacher can use
such presentation materials for a visual accompaniment
lecture. In addition, these materials can be used by
students and for independent work , as presented on the
slides concepts and definitions contain references to the
relevant text fragments.

Text of reference for monitoring students' knowledge
formed for self-knowledge as a student and teacher to
assess the assimilation of the section as a form of analy-
sis of current performance.
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Fig.1 Automatic transmission working principle

Technology is required to produce and deliver e-
learning. Different tools can be used to produce content,
depending on which file format will be used and the na-

ture of the desired final product.
Microsoft PowerPoint or even Microsoft Word can be
sufficient to create simple learning resources like a pres-
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entation or a tutorial. However, more sophisticated tools
are required if you want to create interactive content.
Courseware authoring tools are special-purpose tools
that create interactive content. They add text, graphics
and other media,but also provide a framework to organ-
ize pages and lessons for reliable navigation. While most
of these tools are stand-alone package that incorporate
assessment and quiz capabilities, some integrate those

functions from other programs.

To create media components , authoringtools need aux-
iliary software(e. g. Adobe Photoshop for bitmap graph-
ics, Adobe Illustrator for vector images or Adobe Flash
for animations ) and other tools for video and sound crea-

tion and compression [3].

Generally , programming tools ( particularly those that
are sophisticated and complex ) require professional ex-
pertise and considerable development time ,while autho-
ring tools can be used by people without programming
skills. The main advantage of authoring tools is that they
are easier and faster to use, and they therefore shorten
development time [4].

Many authoring tools were simple PowerPoint " add-
ons" ,able to convert a set of slides directly from Power-
Point. For example,iSprint Presenter or Articulate trans-
form standard PowerPoint presentations into Flash.

Pressing on Preview > Preview slides or Publish,a
PPT presentation is automatically converted into Flash.
See Fig.2.

;.n?;l d9-0 )% Prasertation]. ppd [Compatibslity Moda] < Micioseht PowerPoist
- Home Iriert Dewgn Animationy Slide Shaow Review View Articulate
m (dF Sync Animations § Astachments Q)Leaming Games B o) Payer Templates =
a Wl mport Ans @ B €D Fiash Movie | Web Object {Z} Presentation Ogtions ‘EJ g
Record Add - Quizmaker Engage de =L Preview Publish
Marration Annotations =] Audie Editor Quiz  Interaction Froperties 4 Help and Support - -
Harration Irert Tools Pullizh

Fig.2

As authoring tools evolved , they integrated many other
useful features and new easy-to-use templates to accom-
modate rich media interactions, quiz makers, video con-
verter, etc. for more engaging and complete learning ex-

periences.

Authoring tools can be grouped under three main cat-
egories according to the architecture they use for autho-

ring ;
(DTemplate-based tools;
(@Timeline-based tools;

The articulate tool is nested inside PowerPoint

(30bject-based tools.

Timeline-based tools,such as Adobe Flash,are widely
used to create animations and robust interactive applica-
tions with their own scripting languages and timeline
that organizes and controls content over time.

Currently , our young teachers who hold to use differ-
ent programs for, namely Macromedia Flash animation
and develop animated posters and uses in her/his clas-
ses. See Fig. 3.

w
| A e | FRAMES
] 10 1] 0 il ] 2 il -u- ) B4 L
o et 3 *
W mtextmask * - B,
W tendias *x - ..,_!L H
W Layer 62 = o !L
a mags . =
e I rras x - -
[ - Eo * e
P ns LR -
D o T n
P e * * e o x "
P e = =
P b1 « - I,
] PLAYHEAD
LAYERS
|

Fig.3  Adobe

V. CONCLUSIONS

Interactive e-lessons are created by
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flash used for an animated splash in courses development

team. A number of authoring tools exist for producing
courseware. Authoring tools are specifically designed for
producing e-learning content without needing program-

the development ming skills. Compared with template-based tools, object-



based tools offer more flexibility for content developers
but require more development time.

To date,the developed parts of electronic lesson in
several sections of discipline" Motor Vehicle". The tes-
ting of these electronic modules in the student groups
showed the effectiveness of their use to improve student
learning of educational material.
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Abstract— This paper proposed a robust linear quadratic
regulation( LQR) controller based on a discrete-time estima-
tion. The controller is designed for nano-positioning of piezo-
electric actuators ( PEAs). PEAs have been widely used in
precision positioning systems because of the advantages of its
in? nitely small displacement resolution. Due to its nonlinear
effects, mainly hysteresis,can drastically degrade the positio-
ning and tracking control accuracy. Therefore, it is desirable
to develop advanced controllers to compensate hysteresis
effect for improving the trajectory tracking performance.
This controller consists of three parts which are a nominal
feedforward control input,a LQR control input and a con-
trol input based on system uncertainties compensation. Fur-
ther,as the only measurable information is the position, a
high-gain observer is adopted to estimate the states. The ro-
bust stability of the designed controller is proved through a
Lyapunov stability analysis. According to simulation results,
the proposed controller is effective for both positioning and
tracking applications. Moreover , it can provide a high resolu-
tion of the system, which is less than 1 nm and robustness of
external disturbances.

Keywords—  Piezoelectric actuators ( PEAs) ; discrete linear
quadratic regulation( LQR) control ; hysteresis ; nonlinear sys-
tem.

I . INTRODUCTION

Piezoelectric actuators and PEA-driven positioning
systems have been widely employed in diverse applica-
tions of microand nanopositioning such as atomic force
microscopes [ 1], [2], adaptive optics [ 3], microma-
nipulators [ 4], and data storage [5] due to their high
displacement resolution and large actuating force. Re-
cently ,more applications of PEAs come out in biomedic-
al engineering. A 2-D imaging spectrometer is devel-
oped ,which provides 2-D multispectral mappings for bi-
omedical detection, diagnosis of intractable diseases and
imaging technology. This spectrometer employs multiple
Piezoelectlic actuators to provide spectral tuning of the
desired optical signal transmittance by selecting the gap
spacing of a tuneable optical filter. For this application,
the requirements on the positioning of PEAs are ex-
tremely high,i. e. in nanometer level. Furthermore, ow-
ing to the noise of the sensor that is used for PEAs posi-

tion measurement, it is desirable to obtain a high resolu-
tion of PEAs.
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Nevertheless , the main challenge of using piezoactuat-
ed systems arises from the nonlinearities attributed to
hysteresis and creep when the PEAs are driven by a
voltage amplifier. In the inverse-based feedforward com-
pensation control, hystere-sis is compensated using an
inverse of the hysteresis model. In all positioning control
applications, the hysteresis and creep effects of PEAs
still have shown to be able to significantly degrade the
system performance and even system stability, although
some feedback control methods have been applied [6].
Hysteresis is the nonlinear dependence of a system not
only on its current input but also on its past input. Un-
der an open-loop voltage-drive approach, the hysteresis
can induce a positioning error as high as 10% ~15% of
the PEAs travel range. Fig. 1 shows an simulation ob-
served hysteresis of the PEA model used in this re-
search. Alternatively , hysteresis can be significantly sup-
pressed by operating the PEAs using a charge amplifier
[6]to[ 9 ]. Nonetheless, because of its complex imple-
mentation and high cost [ 10 ] the charge amplifier has
not been widely adopted. Creep is the slow variation in
the PEA displacement that occurs without any accompa-
nying change in the input voltage [ 11]. It is caused by
the same piezoelectric material properties as PEA hys-
teresis. Being a slow and a small effect which is on the
order of 1% of the last displacement per time decade,
creep sometimes can be mitigated in closed loop and
high frequency operations [ 12], [ 13 ]. However, when
the PEAs are applied in slow or static applications,
creep must be considered to avoid large positioning error
[14]. Therefore, the development of advanced control-
lers in order to suppress the effect of hysteresis in PEAs
has drawn more attention.

Various control strategies have been reported for posi-
tioning and tracking control of PEAs, of which three
types of control approaches are typically used in the
control of PEAs. First one is open-loop control schemes
which are usually employed in applications in which po-
sition feedback are difficult to implement due to me-
chanical constraints, e.g. atomic force microscopes
[1],[2],[15]. In such control schemes,inverse mod-
el of the PEA to be controlled is found and then casca-
ded to the PEA. However,the major disadvantage of the
open-loop control schemes is that their positioning per-



formances are highly sensitive to unknown effects such
as model errors, external disturbances, and changes in
the dynamics of the PEA. Considering that hysteresis
modeling is a sophisti-cated procedure ,feedback control
techniques without taking hysteresis into account have
been developed as the second type of control strategies,
such as PID ( proportional-integral-derivative ) control
that is widely used because of its simplicity and capabil-
ity of eliminating steady state errors [ 16 ] ,robust control
which tries to find the control law via optimizing an ob-
jective function that incorporates the robustness objec-
tive [ 17 Jto[ 21 ], sliding mode control which can com-
pletely reject the effects of model imperfection and sys-
tem uncertainties resulting in strong robustness [ 22 ]to
[24 ], repetitive control [ 25 ] and other control methods
[26]to[ 30]. The last one is feedback with feedforward
control method. Feedforward is sometimes used to aug-
ment feedback controllers for nonlinearity com-pensati-
on. However, a precise inverse model of the PEA is nec-
essary in this control scheme, which is sometimes diffi-
cult to be obtained.

3 T T T T T

Displacement(ptm)
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0 0.5 1 1.5 2 2.5 3

Time(s)
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Output displacement(um)

-3 =2 il 0 1 2 3
Input command(pm)
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Fig.1 Simulation observed hystenesis of
the PEA model used in this research
(a)a 1-Hz input displacement signal applied to the PEA model;
(b) hysteresis loop obtained by simulation

In the literature,it has been known that optimal con-
trol is applied as an approach to attain the expected sys-
tem dynamic and steady-state performances. However, it
is essential to design an accurate model of the controlled
plant for such controllers. Currently, the simplified mod-
el of the piezoelectric actuator which is considered as a
second-order system only roughly approximate the real-
ity in spite of the hysteresis effect. Douglas proposed a
type of robust optimal controller [ 31 ], which improved
the LQR control technique performances to parametric
uncertainties but limited robusiness against unstruc-
tured uncertainties. An optimal LQR method was dis-
cussed by Shieh and Chiu [32] for a piezoelectric mi-
croospitioner control. This optimal controller developed
based on the error state-space dynamic model but with-
out considering the system uncertainties compensation.
In [33],a LQR controller is employed for piezoelectric
actuated nanopositioner. This control strategy consists of
solving the feedback gain so as to minimize the objective
function. However, it does not include the part used to
compensate the system nonlinearities and disturbances,
which is not able to be robust to the system. In this pa-
per,a robust LQR controller which consists of a nominal
feedforward control input, a LQR control input and a
compensator for system uncertainties is proposed. More-
over,a high gain observer is applied to estimate the
system's full states. For the Robust LQR controller de-
sign,the PEA system is considered as a second-order
system ,and the hysteresis loop is modeled included as a
nonlinear system for accurate simula-tion. The stability
of the designed controller is proved by using Lyapunov
stability theory, and the positioning and tracking per-
formances of the resulting control system illustrate that
the proposed controller can provide both high displace-
ment resolution and precise tracking performance.

This paper is organized as follows. In Section 2, the
problem formulation is presented. In Section 3, the pro-
posed robust LQR controller is designed and its stability
is proved through a Lyapunov stability analysis. A high
gain observer is designed and simulations demonstration
of the proposed controller is shown in Section 4. Section
5 concludes this paper.

Il . PROBLEM STATEMENT

A class of single input nonlinear systems with dynam-
ic processes can be defined as
x" + F(x) + AF(x) =
[b(x) + Ab(x) Ju(t) +p(1) (1)
where " =[x, xF, -+, 2" " ]" is the state vector,
u(t) is the control input, f(X,t) and b(X,¢) are in
general nonlinear and possibly time-varying, and p (t)
denotes the disturbances of the system. The superscript
n on x(t) signifies the order of differentiation.
All the uncertainties are bounded and can be com-

bined together as
P(t)

AF + Abu(t) + f(1)

=x" = F = bu(t) (2)
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The discrete-time estimation of the uncertainties P ()
is approximated as

P(t) = 2" - F-bu(t-T) (3)

where P (t) represents a calculated state since the
measurement of higher order states of the system(e. g. ,
velocity ) cannot always be realized, Tis the sampling
time interval ,and u(¢ — T ) denotes the control input in
the previous time-step.

In practice ,the sampling frequency is selected high e-
nough to ensure that u(t) = u(t-T).

According to [ 34 ] ,the state discretization is compu-
ted based on a backward difference equation

=" -""w-1) @

Traditionally, consider the piezoelectric actuator as a
second-order system,which can be written as
(1) + 2w, x (1) +wx(t) =
koru(t) +f(1) (5)
where x(t) and x(¢) are the system state variables, ¢,
w, ,and k are the damping ratio, the natural frequency,
and the gain of the second-order system respectively.
f(t) represents the bounded external disturbances of the
system.
In order to take the uncertainties of the system into
account ,the system dynamics can be rewritten as
v =-280 % - (0))’x + KV (&) ’u + f, (6)
where the superscript N denotes the nominal value of
the parameter. £*,w) ,and k" take the forms
o, = éw, - Ao, (7)
(0))* = @, - Aw, (8)
(o)) = ko, - Ak, (9)
where Aéw, ,Aw., and Akw, are the parametric uncer-
tainties ,and f, = - 2Aéw,x — Aw'x + Mkwu + f de-
notes the named equivalent disturbances,which contains
all the uncertainties,such as unknown constant parame-
ters, nonlinear terms, and bounded external disturb-
ances.

Based on the discrete-time system uncertainties' esti-
mation method above, given the PEA model 6, the esti-

mation of system uncertainties f, can be given by

Fi(1) = 5(0) + 26" ) 5F (1) +
(0, x(1) = k" (") u(t = T) (10)
Then the discrete-time dynamics system becomes

i(8) + 2800 5F (1) + (w))x(1) =
F (0" ult = T) +f,(0) +f,(0)  (11)

where f,(t) =f,(¢) —f ,(¢) is a estimation error of re-
al uncertainties.

Assumption 1; The lumped system equivalent disturb-
ances f, is bounded by | f,1 <D. D is a given positive
constant.

Our goal is to design a robust optimal controller to a-
chieve following of the prescribed reference signals, de-
noted by x,.
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IT. CONTROLLER DESIGN

In this section, a systematic design procedure for a ro-
bust LQR controller is shown in three steps.
Firstly define an error system E(t) as

E(1) = [e;(t)e;(1)es(1) ]

where e, =x, —x,e, = e, ,and e; = joel dr e, is intro-

(12)

duced in order to design a static feedback controller to
improve steady-state performances for the nominal
closed-loop system. Then, the error system can be de-
scribed in a state-space form as

E(t) = AE(t) + B[ - K" (") ?u(t) +
}éd(t) +2§N w:]xd<l) + (wf)zxd(t) = fa(1)]
(13)

where

n

0 1 0 0

A=|- (@) -2 0], B = H

| 0 0

(14)

The controller is constructed by three parts ; a nominal

feedfor-ward controller,a nominal LQR controller,and a

compensator which is applied to compensate all the sys-

tem uncertainties. Thus, the control input u (¢) has the
following form

w(e) =u™ () +u"(t) +u(r) (15)

where u"" is a nominal feedforward control input based

“is a control input de-

on a discrete-time estimation ,u"
signed by LQR method ,and u“" is a control input based
on system uncertainties compensation for the discrete-
time estimation error.

The nominal feedforward controller is given by

W) = sl 286l +
n
(0))x (1) = fi(0)] (16)

This control input is employed to obtain a nominal
linear error system in order to design the LQR controller
and robust controller. Now the error system can be de-
scribed as

E(t) = AE(t) + B[ = K" (0™)* (" (1) +
u(1)) - f.(0)] (17)

Then , the nominal LQR control input u"** is designed
for the following nominal error system

E(t) = AE(t) + B[ - K" (&™) %™ (1) ] (18)

Consider the cost functions of the forms
J= [ [EN(DQE) +r(= K (@) u' (1) ]d
(19)

where () is a symmetric and positive definite matrix and
r is a positive constant. The LQR controller is given by

1
where the state-feedback gain K can be given as
K =r"'B'P (21)



where P is the positive definite solution of the associated
Riccati equation
A'"P + PA-r"'"PBB'P +Q =0 (22)
The compensator is designed to produce a compensa-
ting signal to restrain the influences of the equivalent
uncertainties f, () in Eq. (13 ). The compensator is
constructed with a signum function as follows
u® = 7#\(;: ) sAsgn(E'PB)
where A is a given constant that is A > D >0.
Theorem 1; For a single-input second-order nonlinear
system given by Eq. (5)with the proposed error system
defined in Eq. (12)both the system stability and track-
ing convergence are guaranteed if the control law is giv-
en by Eq. (15).

Proof : To have a concise manner of representation, in

(23)

the rest of this paper the time variable ¢ will be omitted.
Considering the positive definite Lyapunov function
V = E'PE (24)
By differentiating V' with respect to time and substitu-
ting Eqgs. (21)and(22)into it,one have
V= E'PLAE + B(= K" (0))* (" +u®™) = f )] +
[AE + B(= k" (0))* (u"" +u®) - f,) ]PE
= E'"PAE +2E"PB[ - k" (w))* (u""" + u®") -
fu] +E'A"PE
= E'(PA +A"P )E -2k () )’ E" PBu"™ -

2% (o)) E" PBu - 2E" PBf,
= E'"(PA+A"P )E -2r'B'"PE" PBE -
2k (w))?E" PBu’ - 2E" PBf,
= E'"(A'"P + PA - PBr"'B' P)E -
E'PB(r")B'PE - 2\E"PBsgn(E'PB) -
2E"PBf,
< —E'QE —E"PB(r")B"PE - (21| E'PB|
+2f ,E'"PB)
<0 (25)
This shows that the controller satisfies the condition to
enable the system stable in finite time. According to the
definition of Eq. (12) ,if e — 0 and ¢F — 0,then x —
x, and xF — xF; as t — o . Therefore ,the control law
ensures both the stability of the system and the conver-
gence of the motion tracking.

IV. SIMULATION RESULTS

In this section, the proposed Robust LQR controller is
validated through simulations with a sample rate of
10 kHz. The results are shown and discussed in this
section.

A. Controller Implementation Issues

Insight into Eq. (15) to Eq. (23 ) reveals that both
full-state feedback and the full-state trajectory are re-
quired to implement the proposed controller. Although
the full-state trajectory can be generated by differentia-

R

ting the desired position trajectory in advance, the veloc-
ity feedback must be estimated since only the position
can be measured by the available capacitive sensor.
The full state can be estimated by resorting to the
measured position using a backward difference equation
[34]. However, due to the limitations of the accuracy
and quantization noise, the achievable bandwidth of the
feedback controller is restricted as a result. Alternative-
ly,a closed-loop high-gain observer can be employed
without the above limitations [ 35 ]. Therefore,a one-in-
put two-output high-gain observer is developed to esti-
mate the full state as follows
XF = AX + Bx
Y = CX (26)
with
i BI/TZ]’C _ [1 O] (27)
-B,/70 -B2/7 01
where the input to the observer is the measured position
x,and the output of the observer is the full-state feed-

back,i.e. ,y = [x,x]". The bandwidth of the observer
is determined by the design of the gains 8, and B, ,and
the accuracy of the estimated state relies on the design
parameter 7, as 7 approaches zero, the estimation be-
comes exact.

Thus, the controller consists of the above proposed
three control inputs and the high-gain observer. The in-
puts of this controller are the desired position trajectory
and measured position, while the output is the voltage
that will be applied to PZT actuator. Specifically, once
the desired position trajectory x, is given, the velocity

and acceleration trajectories ( x, and 5&(1) can be ob-

tained.

B. PEA Model

For the purpose of simulation, one applies a Bouc-
Wen model for hysteresis in this paper. In view of the
fact that the hysteresis is the main nonlinearity that can
be regarded as the uncertainty of the PEAs system, the
hysteresis is modeled integrated into the second-order
PEA model for accurate simulation. The Bouc- Wen
model has already been verified that the Bouc-Wen
model is applicable to describe the hysteresis loop of
PEAs [36]. Thus, The piezoelectric actuator model with

nonlinear hysteresis for simulation can be written as

4280 v+ (0))7x = (@) (K'u - h)
(28)

h=adiu-Blul hl 1" =yl h1" (29)
where h is the nonlinear hysteresis that represents the
hysteretic loop in terms of displacement whose magni-
tude and shape are determined by parameters «,8,7y,d
is the piezoelectric coefficent, u denotes the input volt-
age,and the order n governs the smoothness of the tran-
sition from elastic to plastic response. For the elastic
structure and material ,n =1 is assigned in Eq. (29) as
usual.

Based on the Bouc-Wen PEA model for simulation,
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according to the uncertainties estimation strategy 10, the

discrete-time estimation of system uncertainties f, is re-
written as

£ =5 +28" 0 2(1) + (@) x(2) -
(@) [ u(t-T)-h(t-T)] (30)

The modified system uncertainties f, is applied in
control law for simulation. The above parameters chosen
in this paper are calculated through simulations from
[34],[37] and the value of these parameters are
shown in Table [. The sampling time interval T

1s 0.000,1 s.

C. Step Response

First, the set-point capability of the LQR controller is
examined. The parameters of this controller for step re-
sponse has been shown in Table II ,and the results for
1.5 pm amplitude step signal is illustrated in Fig.2 for
a clear explaining.

Table [
PARAMETERS OF THE PEA WiTH Bouc-WEN MODEL
Parameter Value
n 1
& 1.231,5 x 10*
o 1.222,5 x10°
EY 1.733,9x10°°
a 0.357,5
B 0.036,4
y 0.027,2
Table 1T
PARAMETERS OF THE IMPLEMENTED CONTROLLER
Parameter Value
A 8.5x10°
T 0.2
B 2.5x10°
B. 8.0 x 10*
r 1
Q diag(150,1.0 x107*,8.0 x 10%)

The step response shown in [ 38 ], Fig. 4 indicated
that a settling time approximating to 100 ms was a-
chieved by employing model predictive output integral
discrete sliding mode control. Compared with this re-
sult, the response of proposed controller observed from
Fig.2 provides a fast convergence and smooth control in
approximately 49 ms( 1% settling time ) with a 5.93% o-
vershoot which is relative small.
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Fig.2  Simulation responses to step signals with
amplitudes of 1.5 pm.

D. Sinusoidal Tracking

Fig. 3 and Fig. 4 have shown the performances of
tracking a waveform of 5 pum peak-to-peak ( p-p ) ampli-
tude by employing the robust LQR controller. It can be
clearly observed from the trajectories that the proposed
controller can track the desired signal precisely and chat-
tering free. Additionally, this controller is able to suppress
the error within +0.020,2 pm and +0.065,6 wm which
are 0.81%and 2.62% of the tracking range with the fre-
quency of 10 Hz and 20 Hz,respectively.

E. Responses to staircase signal

A staircase signal is applied to the proposed controller
for tracking control. Fig. 5 shows that a step of the stair-
case signal covering the range of 1 wm by 1,000 steps
with each step lasting for 0. 1 s. From the figure, one
can see that the controller can guarantee the steady-state
error of 0 nm for approximating 88% duration of the
step. Thus, the steps can be identified indicates that the
positioning resolution of the proposed controller is less
than 1 nm.

F. Responses to triangular waveform

The performances for triangular waveform tracking are
shown in Fig. 6 and Fig. 7. The maximum tracking errors
are respective £0.004,5 pm and +£0.045,5 pm when
the funda-mental frequency of the triangular waveform is
1 Hz and 10 Hz. Moreover, it can be seen from the fig-
ures the duration of the transient phase for both of 1 Hz
and 10 Hz are zero,and the steady errors are also zero.
Thus, the proposed controller can track the triangular
waveform precisely and chattering free.

G. Robustness Analysis

The robustness of the proposed controller is examined
by applying an external disturbance to the control input
of the PEA system. This unknown disturbance input is



set as € = [ 1sin (10t +2) +1]. The desired displace-
ment is the same as the 10 Hz one used in sinusoidal
tracking. The results are shown in Fig. 8 and the maxi-
mum tracking error remains below 1% of the tracking

range which is +0.023,4 pm. This suggests the ro-
bustness of the proposed LQR controller despite the
presence of an external disturbance adding to the control
input u.
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Fig.3 Simulation results of response to a 10 Hz sinusoidal signal
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Fig.5 Simulation responses to staircase signals covering the range 1 um with 1,000 steps
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Fig.8 Robustness analysis of the proposed controller



V . CONCLUSIONS

The main contribution of this paper lies in the propos-
al of a discrete-time robust LQR controller for the piezo-
electric actuator nanopositioning and tracking without
the accurate hysteresis model. The controller was de-
signed based on Lyapunov stability analysis and its per-
formance was verified by a series of simulation studies.
According to the response simulation results, the pro-
posed controller can obtain a fast transient response with
a low overshoot. Results of sinusoidal motion and trian-
gular waveform tracking illustrate that the designed con-
troller has precise tracking performances with small
peak-to-peak tracking errors. With the proposed con-
troller, the resolution which is less than 1 nm of the sys-
tem has been achieved , which validates the effectiveness
of the designed controller and the hysteresis has been
significantly compensated to a low level of magnitude as
well. In the future,a discrete-time observer used to esti-
mate all the uncertainties of the system should be con-
sidered to be designed.
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Abstract— Image processing is used in various fields, this
paper presents the implementation of image processing oper-
ations on Raspberry Pi. Raspberry Pi is a powerful and af-
fordable small computer. Hence, it consists of high functional
features and is sold at low cost for easy access to everybody.
The Raspberry Pi board is single , powerful computer having
85.6 x56 mm Dimension of business card, and it is used to
reducing the complexity of system in real time application.
This platform is mainly based on C/C ++. Raspberry Pi
consist of Camera slot Interface( CSI) to interface the Rasp-
berry Pi camera. Here, the dark and low contrast images are
captured by a camera and then enhanced in order to identify
the particular region of image. Algorithms for edge, corner
and line detection have been implemented by using Simulink
with the Computer Vision System Toolbox and other in-build
tools.

Keywords— C/C ++ , Raspberry Pi, image enhancement
algorithm , hardware design, software design, image pro-
cessing

I . INTRODUCTION

The very first computer had a size as large as a room
and consumed high amount of power. However, things
had been changed since semiconductor technology was
introduced. The size of computer became rapidly shrink-
ing while the computing power was growing. The advent
of integrated circuits( ICs) or chips had speeded up the
miniaturization of computer technology where smaller
and smaller elements are integrated to build a chip
[1]. This is described by so called Moore's law which
says that the number of transistors on chip is doubling
every two years [2]. As a result, personal computers
(PCs) and other devices such as laptops, mobile
phones, tablets have been developed and using in daily
life. Moreover, the process of miniaturization of comput-
ers continues leading to an emergence of very small
computers which can be used in many applications cov-
ering every aspect of life. Ideas for such new applica-
tions could be developed by anybody interested if they
have knowledge about computer operation , programming
and access to a very small experimental platform. Rasp-
berry Pi for technology enthusiasts, hobbyists, engineers
who are using it in commercial applications as well as in
universities both in education and research projects.
This success of Raspberry Pi is due to the unique com-
bination of proper price ,hardware , software and the cre-

ation of global community of users and developers sha-
ring information.

The interaction between the PC and Raspberry Pi is
handled by Matlab and Simulink software where Simu-
link makes possible porting of the Matlab software to
wide variety of devices and platforms. Matlab in Rasp-
berry Pi can run both in a simulation mode where the
board is connected to a PC and in a standalone mode
where a software is downloaded onto the board and runs
independently from a PC. Experience gained by using
Raspberry Pi with Simulink has universal applications.

General information of Raspberry Pi such as released
models and components including the details of its ar-
chitecture ; Central Processing Unit( CPU) , Graphic Pro-
cessing Unit ( GPU) , Random Access Memory ( RAM )
and general purpose input and output ( GPIO) pins with
an emphasis on the recently released model of Raspber-
ry Pi,namely Raspberry Pi 2 model B. Basic Operating
System ( OS) and setup instruction including a secure
digital (SD) card preparation, connection and configura-
tion instructions are presented.

Il . IMAGE PROCESSING

In general, any digital image processing algorithm
consists of three stages:

(DInput Image ( Original Image) ;

(@Image Processor( Processed Image) ;

(3Output Image (Output Image) .

In the input stage image is captured by a camera. It
sent particular system to focus on Pixel of image that
gives its output as a processed image.

]mage Output
Input :(> proccessin :(> Im
Fig.1 General Block diagram of image processing

II. RASPBERRY P1 HARDWARE DESIGN

All Provides a background information of Raspberry
Pi starting with general information such as released
models and basic components including GPIO opera-
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tions. It also provides the information regarding the his-
tory of this single board computer as well as a detail of
its system on a chip ( SoC) including CPU, GPU
and RAM.

The Raspberry Pi board is the central module of the
whole embedded image capturing and processing system
as given in Fig. 2. Its main parts include ; main process-

ing chip unit, memory, power supply HDMI Output,
VGA display, Ethernet port,and USB ports.

VGA display 1D
Keyboard
Mouse USB
Camera Slot
interface
SD card Socket

Raspberry pi

Model B

Micro USB power

Images

Power supply

Fig.2  Block Diagram

A. Raspberry Pi board

Raspberry Pi, as shown in Fig. 3,is a single-board
computer having a size as small as a credit card from
the Raspberry Pi foundation. An idea of producing
Raspberry Pi began in 2006 with a realization that
young generation is missing knowledges about computer
operation. A group of academics and engineers from U-
niversity of Cambridge. Therefore , decided to develop a
very small computer which everyone could afford to buy
to create learning environment in programming| 3 ]. The
Raspberry Pi project became promising with the appear-
ance of cheap and powerful mobile processors with many
advanced features allowing a possible development of
Raspberry Pi which was continued under specially crea-
ted Raspberry Pi foundation with the first product
launched in 2012.

Development of Raspberry Pi computer is a continu-
ing process. Until spring of 2015, Raspberry Pi founda-
tion has released five models in two generations of the
computer. The first generation consists of four models as
shown in Fig. 4. First released was model B followed by
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model A, model B + and model A + respectively. The
two latter models are upgraded versions of their previous
releases to make the computer more efficient and con-
venient to users especially by having lower power con-
sumption and more ( Universal Serial Bus) USB ports.
The second generation consists of only one model called
Raspberry Pi 2 model B whose specification is based on
Raspberry Pi model B + but with faster CPU and more
memory [ 17 ].



(b)

Fig.3 Raspberry Pi's generation 1 and generation 2
(a) Raspberry Pi model B[ 15] ; (b) Raspberry Pi 2 model B[ 16]

(b)

() (d)

Fig.4 Raspberry Pi's released models
(a)Raspberry Pi model A ;(b)Raspberry Pi model B;
(¢)Raspberry Pi model B + ; (d) Raspberry Pi model A +

Raspberry Pi model B, as shown in Fig. 4 (b) , was
released in the early 2012 with the specification of
256 MB RAM, two USB ports and one Ethernet port.
Later in the same year,in a new release, the amount of
RAM was increased to 512 MB followed by the release
of the lower-spec board, model A as shown in
Fig.4(a).Model A was released with same amount of
RAM of the older model B at 256 MB but with one USB
port and no Ethernet port. These first generation com-
puters use BroadcomSoC, BCM2835, which integrates
700 MHz single-core ARM1176]JZF-S CPU, VideoCore
IV GPU and variety of peripherals. While model B can
be used in any applications,the cheaper model A is use-
ful in specific applications that require light-weight and
low power consumption such as robotics or any portable
media services.

In early 2015, the next generation of Raspberry Pi
computer called Raspberry Pi 2 model B was released.
The model represents significant upgrade of the Rasp-
berry Pi capabilities and was enthusiastically welcomed
by the community. Raspberry Pi 2 model B uses a much
more powerful BCM2836 which offers 900 MHz quad-
core ARM Cortex-A7 CPU,1 GB RAM and the same
specification of graphics processor as previously making
it run approximately six times faster comparing to its
predecessors at an unchanged price. Moreover, the sup-
ports of Windows 10 Internet of Things ( IoT) version is
available for Raspberry Pi 2 model B for free of charge
providing a great potential for future usage [4][5].

Table | summarizes major features of the Raspberry
Pi models. Further details are explained in the next sec-

tion[ 18 ].
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Table I MAJOR FEATURES OF THE RELEASED MODELS OF RASPBERRY PI

Raspberry Pi Generation 1 Generation 2
Specifications Model A Model B Model A + Model B + Model B
Power 300 mA 700 mA 200 mA 600 mA 900 mA
Ethernet Port No Yes No Yes Yes
USB Port 1 2 1 4 4
GPIO 26 26 40 40 40
SD Card Slot SD SD microSD microSD microSD
SoC BCM2835 BCM2835 BCM2835 BCM2835 BCM2836
CPU 700 MHz 700 MHz 700 MHz 700 MHz 900 MHz
ARM11 ARM11 ARM11 ARMI11 ARM Cortex-A7
single-core single-core single-core single-core quad-core
RAM 256 MB 512 MB 256 MB 512 MB 1 GB

B. Power supply

Power Connector is to power the board with a5 V mi-
cro USB port. The need of the power consumption re-
quired depends on the peripheral devices attached to the
board , for example ,model B requires around 700 mA at
the idle state but can consume up to 1 000 mA if con-
nects to other devices. In model A + and B + ,the linear
regulator was replaced by a switching regulator causing
lower power consumption at 200 mA and 600 mA for
each model respectively. More power is required for
Raspberry Pi 2 model B of at least 900 mA since it has
more advanced four core processors. It is recommended
to use a power adapter that can produce at least
1,200 mA, however, a normal mobile phone charger
with a micro USB head can be used as a power supply.
Higher power is required for more stable operation [6].

C. HDMI

High-Definition Multimedia Interface ( HDMI ) Port is
a connection for High Definition ( HD ) resolution display
device such as a computer screen or a smart television.
All models provide a resolution from 640 x 350 to
1,920 x 1,200 including Phase Alternating Line( PAL)
and National Television System Committee ( NTSC )
standards.

D. Camera Interface

Camera Serial Interface ( CSI) Connector is a connec-
tor for a camera module,as shown in Fig. 5. The camera
is specifically designed for Raspberry Pi and can be
connected with a ribbon cable providing a support for

both photography and HD video [7].
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Fig.5 Camera Pi

E. Audio Connector

Audio Connector is an audio output through a
3.5 mm headphone jack which also supports an ana-
logue video output for model A +,B + and Raspberry
Pi 2 model B. For earlier models, A and B, the connec-
tor is only for an audio output.

F. Ethernet Port

Ethernet Port is a network connector providing a
speed of 10/100 Mbit/s through an RJ45 Local Area
Network ( LAN ) cable. Ethernet Port is available in mod-
el B,B + and Raspberry Pi 2 model B.

G. USB Port

USB Port supports any USB devices such as a key-
board ,a mouse,a Wi-Fi dongle or a webcam. The USB
port provided is a 2. 0 version. Both model A and A +
have one USB port while model B has two USB ports.
There are four USB ports in model B + and Raspberry
Pi 2 model B.



H. GPIO

GPIO is a set of universal input and output connector
pins for general purposes such as connecting expansion
boards or devices in order to control CPU or checking
power consumption. There are 26 pins in model A and B
and 40 pins in model A +,B + and Raspberry Pi 2
model B.

L. Light-Emitting Diodes ( LEDs)

Light-Emitting Diodes( LEDs ) indicate the board sta-
tus. For example, when it is powered, the LED appears
red, and when it connects to the network,the LED ap-
pears yellow. Model A and B provide 5 LEDs in which
the first two are for indicating an SD card status and a
power status and the other three are for a network sta-
tus. Model A + ,B + and Raspberry Pi 2 model B, pro-
vide only 2 LEDs to indicate SD card and power status.
The LEDs for network status are built-in at Ethernet
socket.

J. Display Serial Interface( DSI) Connector

Display Serial Interface ( DSI)) Connector is for con-
necting the board with a display module such as PiTFT,
which is a Thin Film Transistor liquid crystal display
shown in Fig. 5(b). The connection is done with a flexi-

ble flat cable.

K. Display Serial Interface( DSI) Connector

Display Serial Interface ( DSI)) Connector is for con-
necting the board with a display module such as PiTFT,
which is a Thin Film Transistor liquid crystal display
shown in Fig. 5(b). The connection is done with a flexi-

ble flat cable.

L. SoC

SoC is a Broadcom chip containing CPU, GPU and
RAM. The first generation of Raspberry Pi, namely mod-
el A,B,A + and B +,uses BCM2835 chip providing
700 MHz ARM1176]JZF-S single-core CPU, VideoCore
IV GPU and 256 MB or 512 MB RAM depending on the
model. For the second generation, Raspberry Pi 2 model
B,the chip was upgraded to BCM2836 which provides
900 MHz ARM Cortex-A7 quad-core CPU and 1 GB
RAM with the same GPU [12].

SOFTWARE DESIGN

In late 2012, Raspberry Pi's GPU driver code running
on the ARM was released as open source and available
for download [ 8 ]. Then later,in 2014 ,the full register-
level documentation including a graphics driver stack of
the chip were released pub-licly [9]. From the diagram
shown in Fig. 6 ,the part covered with ARM was the first
release followed by the part called VideoCore [V GPU.
The parts, colored in orange, indicate the closed source
such that the driver code running on the ARM was a-
vailable , however , the graphic libraries provided by out-
sourced suppliers are closed source [ 10]. VideoCore IV

GPU was a binary blob,which is a closed source binary
driver, prior the latter announcement making it difficult
for users to fully take advantage of the chip. Although
the release from Broadcom was meant for a mobile SoC
called BCM21553, it is compatible with BCM2835, a
SoC used in Raspberry Pi. This release allows users to
fully understand its internal operation as well as develop
own open source drivers or write codes for General Pur-
pose computing on Graphic Processing Unit ( GPGPU).
Hence ,making it attractive to academics, engineers and
hobbyists who are interested in exploiting the capability

of the chip.

Raspberry Pi Software Architecture
Broadcom BCM2835 SoC

Media, 3D . 2D
Application Application Application
OpenMAX OpenGL ES OpenVG
r ARM
EGL
Kernel Driver (VCHIQ)
Videocore IV GPU
GPL/BSD BSD
licensed licensed 02012 Paul Beech Oguru

Fig.6 Raspberry Pi's software architecture

A. OpenCV

Open Source Computer Vision contains a library pro-
gramming functions mainly aimed at real-time applica-
tions. Open CV supports a lot of programming languages
such as C ++ , python, Java, etc. , and is available on
different platforms including Windows, Linux, Android ,
and OS. Here C/C ++ is used as a programming lan-
guage. Multiple language bindings are available for Open
CV,such as Open CV Dot Net and Emgu CV [13].

V. RESULT AND TEST

Matlab, integrated with Simulink, is a programming
language software developed by MathWorks. It provides
numerical computation tools and models used by aca-
demics and engineers for various systems design and de-
velopment [ 11]. It is also widely used in university ed-
ucation. Matlab and Simulink support package for Rasp-
berry Pi is composed of two parts of which one is for
Matlab and another one is for Simulink. Matlab support
enables development software for algorithms which can
run in Raspberry Pi[ 14].
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VI. CONCLUSION

Previously, image processing was usually made via
python programming language on the Raspberry Pi, but
the separation of the image process was very difficult.
We have studied the basic possibilities of Raspberry Pi
and tested its development with the help of Matlab soft-
ware on the C/C ++ programming language. Its advan-
tage is the possibility to use commands for distinguishing
the image easily. In addition, it is limited with the de-
vice and testing Matlab software simulator. In the fu-
ture ,we have been working to review and improve algo-
rithms which is determining the image. See Fig. 7 to

Fig.9.

Figure 9 Dark and Bright image
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Abstract—  Sparse representation ( SR ) and nonlocal tech-
nique (NLT ) have shown great potential in computer vision
and low-level image processing. However, due to the degra-
dation of the observed image ,SR and NLT may not be accu-
rate enough to obtain a faithful restoration results when they
are used independently. To improve the performance,in this
paper, a novel nonlocal supervised coding strategy based
NLT for image restoration is proposed. The novel method
has three main contributions. First,to exploit the useful non-
local patches, a nonnegative sparse representation vector is
introduced , whose coefficients can be taken as the supervised
weights among the patches. Second, a new objective function
is proposed , which integrated the supervised weights learning
and the nonlocal sparse coding to guarantee a more promis-
ing solution. Finally,,to make the minimization tractable and
convergence ,a numerical scheme based on iterative shrink-
age thresholding is developed to solve the above underdeter-
mined inverse problem. The extensive experiments validate
the effectiveness of the proposed method.

Keywords— Image restoration, sparse coding, nonlocal
technique , nonnegative supervised weights

I . INTRODUCTION

As a fundamental problem in image processing,image
restoration has been extensively studied in the past dec-
ades[ 1 Jto[ 4 ]. It also has various useful applications,
such as medical imaging , remote sensing, astronomy , and
so on. Image restoration aims to recovery the original im-
age from its degradation observation. The challenge of
many image restoration tasks is that they are ill-posed.
To cope with the ill-posed inverse problem, lots of the
techniques has been developed, most of them are under
the regularization. For an observed imagey,the degrada-
tion can be formulated as the following linear model

y = Hx +n (1)
where x is the clean original image ,H is the degradation
operator,and n is generally the additive gaussion white
noise with covariance ¢.

By regularization technique, the ill-posed model in
(1)can be solved by

min ||y~ H |3 + AJ(2) | 2)

where || - | ,denotes the /,-norm, ( - ) is a function
to constrain the prior knowledge of the original image,

and A is a positive scalar parameter to trade off the two
terms.

In fact,the formulation in(2) can be also viewed as a
variant of Bayesian framework when J(x)is taken as the
prior distribution of natural image. To obtain more better
performance ,many regularization forms have been stud-
ied[ 5 Jto[ 8].

It is aware that the prior knowledge plays a significant
role in restoration performance,so how to design the ef-
fective regularization to constrain the prior knowledge of
natural image is at the core of image inverse problem.

Classical regularization is studied with the assumption
that the images are local smooth except its edges[9 ],
[10]. So,by this viewpoint,a widely used regularization
called total variation (TV)is proposed[ 11]. It compute
the norm of first-order difference of natural image to con-
strain the local smooth property. Since the total variation
favors piecewise constant and only exploit the local sta-
tistical model , it tends to smear out some details in image
and failed to recover fine structures. To better preserve
the image details, some extensive TV-based models are
developed subsequently to improve the performance
[12],[13],[14].

Recently, the sparse representation is proposed and
widely used in image restoration problems. Sparse repre-
sentation (SR ) assumes that the image can be presented
as a linear combination of a few basis from a set called
dictionary,i. e x = Do, where D is the dictionary and «
is the coefficients vector. With the sparse assumption,
SR constructs the regularization by constrain the /,-norm
to o, which counts the number of nonzero elements in a
vector[ 15 ]. As the [;-norm is a NP-hard problem,
which can be approximately solved with some greedy al-
gorithms [ 16 ]. To obtain the more stable solution,
ly-norm is often relaxed to its convex version by
l,-norm, which has been successfully used in various
image restoration applications[ 17 ], [ 18 ]. Though the
current SR-based methods has obtained the promising
restoration results, there exist two main drawbacks can
be deeply developed to improve the performance. First,
dictionary learning requires more adaptive representa-
tion ability to enhance the sparsity. Meanwhile, the
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learning process commonly is accompanied by high com-
putational complexity. Second , the sparse coding can be
designed more accuracy to preserve the fine structures
in image. So, many literatures about the dictionary learn-
ing and coding are studied to make some progress.

In recent years,the nonlocal prior,as one of the most
significant properties of natural images, has been ex-
plored in image restoration. Generally , the nonlocal prior
is depicted by nonlocal self-similarity in global image,
which is firstly utilized to synthesis textures. Then,
Buades[ 19] introduces the nonlocal technique to image
denoising,,and proposed a novel weighted-based denois-
ing approach ,which is quiet effective in sharping image
and preserving fine structure by utilizing the nonlocal
statistics. Inspired by the nonlocal techniques ( NLT) ,
some researchers exploit embedding the nonlocal self-
similarity to other regularization to obtain better per-
formance for image restoration. Zhang, et al [ 20 | inte-
grated the nonlocal technique and total variation to form
the nonlocal TV regularization,which has been success-
fully used in image deconvolution and compressive sens-
ing. In addition , two effective numerical algorithm based
on bregman iteration are also proposed to guarantee the
convergence. Another patch-based SR method with NLT
is proposed by Dong,et al in [21]. They introduced the
concept of coding noise and centralized the sparse cod-
ing with nonlocal self-similarity patches to suppress the
coding noise. The paper shows that the proposed method
can obtain a good estimation of sparse coding of original
image. However ,the NTL is employed by the Euclidean
distance which is not effective to reflect the inherent
similarity among the patches. So,in this paper, different
from the FEuclidean distance adopted in conventional
NLT,we employs a new way to exploit the nonlocal self-
similarity among the patches as the supervised weights
and proposes a so-called supervised coding strategy for
image restoration, which integrates the NLT-based
weighted exploitation and sparse coding in the same ob-
jective function to make them promote each other during
the iteration.

The rest of the paper is organized as follows. In Sec-
tion 2 ,the way to exploit the supervised weights is elab-
orated. Section 3 presents the proposed objective func-
tion and the numerical scheme is given yet. Extensive
experimental results are reported in section 4. Section 5
concludes the paper.

I . LEARNING THE SUPERVISED WEIGHTS

SR has been widely used in image inverse problem,
such as imagedeblurring, inpainting and compressive
sensing. The conventional SR-based methods aim to find
some atoms to represent the image more sparsity. How-
ever, Yu,et al [ 22 ] pointed out that the locality is the
more significant property than conventional sparsity and
proposed the local coordinate coding ( LCC) method, by
which the signal can be represented via a linear combi-
nation of several neighbor atoms in given dictionary.
Given a signal x € R" and dictionary D € R"*",LCC can
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be modeled by the following mlnlmlzatlon

%
(3)

where D, denotes the i-th atom of dictionary D and «;

z”;‘a'

i

a—drgmln{ ||x—Da||2+'yZ||x—

denotes the i-th element of the coding vector a. The sec-
ond term in(3) can be seen as a reweighted coding,
which take the distance between the signal and atom as
the constrain weight. With the coding process in(3) ,the
signal can be encoded by a more discriminative way
which also can guarantee the sparsity naturally. In other
words , the signal will be represented by several neighbor
atoms associate with itself.

For NLT-based image restoration with SR, it generally
has the assumption that the patch and its neighbor ones
have similar coding with same dictionary. That is, these
self-similarity patches has great contribution to obtain a
good estimation of the current encoded patch. Neverthe-
less, the contribution of neighbor patches is convention-
ally measured by computing the FEuclidean distance,
which is not effective enough to mining the inherent cor-
relation among the patches. Motivated by LCC, we can
take the similar scheme in (3) to learn the correlation
coefficient vector among the self-similarity patches,
which can assign the contribution according to the simi-
lar structure. In other words, we can take those coeffi-
cients as the weights to supervised the coding approxi-
mation ,which is belief to obtain better performance.

Let x; € R” be a vectorized patch centralized around
i-th pixel in image,and S, is a set,which take the simi-
lar patches of x, as its columns. In light of the scheme in
(3) ,we adopt the S, as the dictionary alternatively and
rewritten the minimization by the following form

min | x; - Sxizi | % +YD; ®Zz€
Y=0,k = -, length(z,)

where p, is the a constrain vector,whose k-th element is

(4)

distance between x;and the k-th atom of S, ,denoted by

| x; —SI;L | 5. ® denotes the Hadamard product opera-
tor. It is worth noting that correlation coefficient of z; in
(3)can not be used as the supervised weight in objec-
tive function since it may be negative. Thus,we add the
extra nonnegative constraint as z} =0, where z/ is the
k-th element in z;. Here, the first term in(4)is used to
minimize the reconstruction error among the similar pat-
ches. With the constraint vector p,,the second regulari-
zation term can assign the large weight to the similar
patch whose linear reconstruction contribution is large
yet. Thus, the regularization in (4) can be viewed as a
practical weights learning mechanism to reflect the cor-
relation effectively between the encoded patch and its
self-similarity one.

II. NLT-BASED SUPERVISED SPARSE CODING

In this study, to overcome the drawback of conven-
tional sparse representation model, we proposed a novel



supervised coding strategy based on NLT, aiming to ob-
tain a better accurate coding by embedding the NLT to
SR model. The comprehensive objective function for su-
pervised coding is presented as

1

7||y—HDOOt||§+/\ el
min +TIZ sz ||ai_di,k ||§
.z T

+ Z( | x; _Sxizi ”% +yp, ®z)

k=1, length(z)forVi
| (5)
( Z R/R.) . z R;I‘Dai,oli’k is the good

k
s.tx = Doa,z; = 0,

where Doa =

estimated coding of thek-th similar patch of x,. || + |,
denotes the [, norm,and A ,7n,vyare all the positive sca-
lar parameters to trade-off among the regularizations.
The first term, called data fidelity,is to evaluate the lin-
ear reconstruction error. The second term is to constrain
the sparsity of coding to adaptive the sparse prior of nat-
ural image. The third term is to constrain the coding ap-
proximation between the similar patches. It is should
noted that the correlation coefficient is also utilized in
the third term as the supervised weight to assign the
contributions of those similar patches. Moreover, it also
links the correlation exploration and supervised coding,
which can make them to promote each other in the itera-
tion to obtain an overall optimal solution. The last two
terms in(5)is the weight learning regularization , aiming
to embed the NLT to SR model.

The problem of (5)is a constrain minimization prob-
lem with multi-variables , which can be solved with alter-
nating optimization technique. So,in this paper,a itera-
tive numerical scheme based on alternating technique is
adopt to obtain the approximate solution of optimization
problem in (5). Firstly, for in j-th iterative ste p, odis
computed while other variables is fixed and the minimi-
zation can be compacted as

1
> |y — HDoa ||

o = argmin +nz ;zf || o _O[/;kl ||§ (6)
+A all,

It is an unconstraint problem,which can be solved by
the classical iterative shrinkagethresholding ( ISTA )
method. We derived the first two terms with respect
toa as

(HD)"(y - HDoa) +2nz Zk:zf(ai —oz’f,})

(7)
And then, ISTA can be implemented by an itera-
tivethresholding operation as follows

o« ="+ (HD)"(y - HDod/™")
L DIDIEAC A
i k

o = shrinkage( o™ ,\) (9)

where shrinkage(x,7) = max( |x —7/,0)sgn(x) ,and

(8)

sgn( - ) is the sign function. And then,the high quality
estimation image x’can be recovered by computing
x' = Doc! .

Secondly, correlation vectorz; is solved when a is
fixed. The minimization defined in(5)is written as

|2 =S,z 015 +yp @z
min{ Z

A : (10)
il s ;ﬂzﬁ I Q; — Qi ||§ }

Based on the separable form in(10) ,it can be inde-

pendently further formulated as
z; = argmin{ || x; — Sz | 2+ W z |

sotz; =0,k = 1,2, length(z,) Vi

where W =yp, + ym,,and m! =9 | o, —a;, |l > is the

(11)

k-th element of m;. The optimization in(11)can be seen
as the reweighted sparse coding problem. In this study,
the method in [23],which is known to be a good solu-
tion to reweight nonnegative coding,is used to solve the
minimization problem of (11).

So far,we have acquired the efficient and effective so-
lutions to the comprehensive objective function in(5),
and the overall numerical scheme is described in the

following Algorithm 1.

Algorithm 1 Numerical Scheme for Objective Function in(5)

Input: The observed image yand degradation operator H;
Sparse dictionary D;Scalar parameters A,n,and vy.

Output ; estimated original image x.
Set 1 =0,x" =y,a” =0.

Repeat for ¢

N
i=19

1. Divide the image 5" into overlapping patches {x " }
2. Searching similar patches for each x{ to construct Sqos
3. Compute each z; with S,y and o' by solving(11) ;

4. Update the a""*" by computing(7)and(8) iteratively;

5. Estimate original image by x"" = Doa!'*" ;
6. Update t =¢ +1;

7. Then,if mod(¢,T) =0,jump to step 1.
Other, jump to step 2.

Until The criterion is satisfied.
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IV. EXPERIMENTAL RESULTS AND ANALYSIS

In our experiments, several benchmark images are
used to verify the performance of the proposed NLT-
based supervised coding method for image restoration
(NLTSCIR ). The benchmark images are shown in
Fig. 1. The parameter setting of NLTSCIR is as follows
the size of patch is 5 x 5 with overlapping 2-pixel-
width. Because dictionary learning is not the issue of our
paper,so we adopt the KSVD in [24] to learn an effec-
tive dictionary D directly to present the patches
sparsely. The maximum iteration number for ¢ is set to
be 30 and the inner loop for supervised coding with re-

Fig. 1

Benchmark images

spect to (7) and (8) is set to be 20 empirically. The
NLTSCIR is compared to several state-of-the-art meth-
ods,including a fast algorithm for total variation method
called SALSA[ 14 ], nonlocal total variation ( NLTV ) in
[20],and the NCSR method by [21]. We apply these
methods to image deblurring and a Gaussian debluring
kernel , whose scale is 1. 5, is exploited for simulation.
Moreover,the additive Gaussian noise standard is set to
be 0.5. Due to the limited pages,only part of the com-
parison visual experimental results are shown in Fig. 2
and Fig. 3. To further evaluate the quality of the results,
the Peak Signal to Noisy Rate ( PSNR) is also taken as
the objective metric, whose values are presented
in Fig. 4.

Fig.2 Restoration results of Cameraman
(a)Blurry Image; (b) SALAS; (¢)NLTV; (d)NCSR; (e) NLTSCIR
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Fig.3 Restoration results of Parrot
(a) Blurry Image; (b) SALAS; (¢) NLTV; (d)NCSR; (e) NLTSCIR

From Fig. 4, we can conduct that the proposed
NLTSCIR significantly outperforms other comparison ex-
cellent methods on all the test images. From the visual
comparison results,we can observe that the NLTSCIR a-
chieves competitive performance compared with other
leading methods. The SALSA acquires the inferior re-
sults and smears out the image with some mottles. NLTV
is better than SALSA by exploiting the nonlocal charac-
ter in image , but still fails to recover part of fine struc-

tures. NCSR and proposed NLTSCIR produce similar

visual results and obtain significant improvement over
other competing methods. However,the NLTSCIR shows
better performance on preserving more shaper edges and
texture details than NCSR. Furthermore, the highest
PSNR value also verifies the competitive performance of
proposed methods, compared with other state-of-the-art
ones. The good performance of NLTSCIR is attributed to
the employment of the powerful correlation exploring
and the NLT-based supervised coding.

PSNR values of Cameraman with different methods
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Peak Signal to Noisy Ratio

Peak Signal to Noisy Ratio

PSNR values of Cameraman with different methods
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V. CONCLUSION

In this paper, a novel NLT-based supervised coding
strategy for image restoration is presented, which ex-
plores the correlation between self-similarity patches and
proposes a supervised coding by using the correlation as
the constrain weights. Also,a new regularization for su-
pervised coding is utilized in comprehensive objective
function ,and links the supervised coding and nonnega-
tive weights learning to make them promote each other
iteratively. The experiments on several benchmark ima-
ges demonstrate that the proposed NLTSCIR outperforms
existing excellent methods.
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Abstract— Who created humanity around the world, and
many scientific disciplines, while self-awareness. One of aca-
demics , its one branch of music education is based on similar
principles guide the formation of skills based on students be-
havior ,needs and interests listen to music,as well the devel-
opment of instinct and talent to understand, evaluate, and
create. Education environment for rapid growth in informa-
tion and communications technology, young people learn to
demand began to change with learning objectives, content
and methods in line with the growing. For example. training
activities were based on new methodologies study skills in a
practice expertise based only knowledge. Knowledge and mu-
sical training can be taught online. For example : student cor-
respondent held music education more accessible training on-
line. Because ; correspondence course students will stay in ru-
ral areas studied by 1 ~2 times a vocational teacher came to
the school year and to reinforce lessons online training peri-
od to the next to come, go to the course to learn a lesson rep-
etition can make it survive.

Keywords— Musical training course, knowledge of music,
students skill ,behavior, talent, online course

INTRODUCTION

Teacher training it is a means of social and creative
student cooperation with the aim to student needs.

Online music lessons to teach the followings.

(DCan be expected to listen to developing children's
thinking and music vocal melody and express the tone
patterns , musical melody describe the feeling.

@To provide basic knowledge of music theory and re-
place key learning note reading and writing, musical
composition ,such friends as will pave the way for deep-
ening the content.

Thus, online learning music first element of the new
ownership will also deepen reinforce a lesson form of or-
ganizing musical training has felt sidelined, only music
classes to online training sessions circle outside group.
In this regard, the core curriculum is arranged below
and development of all children under the program.

I . ONLINE COURSE OF MusIC EDUCATION

To organize a music education by online course.

(DStudent's knowledge and skills, based on an inter-
est in music and dance, including folk art types. Chil-
dren often something more than just interested , success-
fully performed the item. Therefore ,interest is one of the

grounds to be a baseline for the development of discov-
ered gifted children.

(QExercise long-term exercise, each student and de-
velop a prosperous course and learning outcomes, we
need to provide training should be content and ways to
overcome difficulties appropriate, require a certain a-
mount of force child labor in their levels from simple
tasks. It is also desirable to develop a training plan for
children, according to their respective potential and in-
cluded folk art elephants legacy train.

(3Each type of selected training as appropriate. /In-
dividual , group, small groups, etc. / It features a music
training.

(@Teaching methods and optimize decided to training
materials , organized plan.

Teach online classes should be used in combination
with creative students to enable exploration gas and ped-
agogical methods and custom conversion, authoring and
researchers study from the experience of other teachers.

Talent development speed of the main conditions of
the system, ownership consecutive conducted exercises
work , education and training activity and the knowl-
edge, skills and practices depends on an individual.

II. ONLINE TRAINING OF PUBLIC WORKS

To carry out public works by online training:

(DSong to play a diversity of music, folk songs;

(@Dance was dominated by dance,social dance festi-
val;

(3 Reading literacy was associated with less routine

work.

Manipulating games to play,which means people were
paying attention to culture ,improve social activity to in-
volve the whole community work. But now will be taught
through songs, dances, poems and songs online training.

Give music group online training for club:

(DThe development of art talent;

@To promote Aesthetic;

(3Free time to spend properly;

(@Prepared for Celebrations.

Art direction to prepare for examination ,the competi-
tion order will be held in long and short-term.

These activities are necessary to conduct quality ped-
agogical students considered as important as a school
because the build teaching certain things.

Arole in the music group overall development of the
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child ;" Pupils developed by the Ministry of Education to
promote all things,a vision and a way to learn about art
and the development of each child that will earn their
talent and beauty individual preferences willing to ex-
press creativity through artistic feelings, development
and arts and culture" | core curriculum is included in "
music education through a child was included clear that
to achieve this result/attachments / content of this pro-
gram is the second innovation of education standards.

IV. CONCLUSIONS

"Music education and music teaching a group of club
activities online" , the subject of Mongolian country mu-
sic training system to ensure the certainty of the XXI
century Education Sector policy as part of reforms "
core" program, examples of parallel view as possible of
the implementation of training into online forms we get
to the final conclusion of our work.
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Abstract— Wireless sensor networks( WSNs) are gaining in
importance with an increasing need for interconnectivity in
the advent of Internet of Things. In some application scenari-
os, such as building and home automation, WSNs need to
comply with deadlines and guarantee a reliable communica-
tion , for which a suitable MAC ( Medium Access Control ) is
of paramount importance. Most available MACs are based
on bidirectional devices or nodes with the capability of ac-
knowledging packets and performing retransmissions if nec-
essary. However ,in many application scenarios , nodes merely
report data to a sink and do not need any feedback. Hence,
unidirectional nodes can be used instead reducing energy
consumption considerably. To this end, two major approa-
ches have been presented to guarantee reliability require-
ments in unidirectional networks : First, nodes send a number
of redundant data packets with fixed inter-packet times to
guarantee deterministic delay and packet loss behavior. Sec-
ond ,inter-packet times are not fixed but randomly selected
between specified boundaries to allow for lower delays. In
this paper, we summarize both approaches and compare
them in simulation using OMNeT ++ . Finally, we provide a
guide to select the most suitable MAC depending on a set of
different application scenarios.

Keywords—  Sensor/actuator networks, cost efficiency, relia-
bility ,single-hop communication , unidirectional nodes

. INTRODUCTION

Wireless sensor networks( WSNs ) have attracted much
attention both in literature and industry during the last
years. With the upcoming trend of Internet of Things and
its increas-ing need of interconnectivity of electric de-
vices, WSNs are expected to even continue growing in
importance. In general, WSNs can be found in wide
range of application domains such as home automation,
body area networks, environmental monitoring, surveil-
lance, etc. These normally substitute wired solutions
such as field buses wherever the latter are not viable
due to technical or economic limitations.

WSNs use different communication technologies,
which can generally be classified into unidirectional or
bidirectional nodes. Unidirectional nodes can only trans-
mit or receive data,while bidirectional nodes are capa-
ble of both transmitting and receiving. Clearly,in a uni-
directional WSN, data packets cannot be acknowledged
or retransmitted making it difficult to implement reliable
communication. Bidirectional nodes, on the other hand,
can implement these features making more reliable,
multi-hop communication possible. However, this also

leads to a higher computational cost (to implement the
more sophisticated communication protocols) ,which, to-
gether with a more complex transceiver circuitry , makes
bidirectional WSNs be considerably more expensive than
uni-directional ones, in particular, as the number of
nodes in the network increases.

In contrast, unidirectional nodes are of low-cost and
have a higher energy efficiency compared to bidirection-
al nodes [ 1] ,since they do not need to power a receiver
and monitor the communication channel. Considering
that the overall costs as well as energy consumption are
key factors when design-ing WSNs , unidirectional nodes
have been used in various scenarios in the past; home
automation [ 2 ], environmental monitoring [ 3 ], RFID
[4],etc. , where potentially hundreds of sensor nodes
report data to a sink (either in a periodic fashion or up-
on the occurrence of specific events) without need for
external control [5].

As a result, if the application under consideration tol-
erates it, unidirectional nodes allow for a more cost-ef-
fective WSN. However, since a unidirectional WSN may
incur in packet loss, special medium access control
(MAC) protocols have to be used to improve reliability.
Unfortunately, existing solutions like CSMA ( Carrier
Sense Multiple Access) ,TDMA ( Time Division Multiple
Access ) or slotted Aloha [ 6] cannot be applied, since
they rely on carrier sensing or synchronization( which u-
nidirectional nodes are unable to perform).

A number of approaches have been proposed to im-
prove the reliability of unidirectional communication. In
[7],for example,a method is presented to recover the
packet with the highest signal strength when packets
collide at the com-munication channel. In [1][5],a
mix of unidirectional and bidirectional nodes is used in-
stead. Although these methods improve the average per-
formance of a( mixed or fully) uni-directional WSN , they
do not allow for guarantees on the resulting communica-
tion reliability.

Since, it is important for a network designer to know
the performance of a network at design time,rather than
finding the optimum in a long try and error process dur-
ing deployment, other approaches have been presented
that allow quantifying reliability and guaranteeing a
bounded delay. In general, these can be divided in two
main categories : first, fully reliable MACs that use fixed
inter-packet times [2 ] [ 8] and second, probabilistic
approaches that randomize these timings [ 9 |. To this
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end , this paper aims to provide an overview and help se-
lecting the right method for a specific case. Our contri-
butions can be summarized as follows.

(DWe examine three MAC protocols [2][9][8] that
allow quantifying specific reliability requirements
and a bounded delay in a fully unidirectional net-
work. To this end, we summarize their working
principles and assumptions and compare them ana-
lytically.

@We perform simulations based on OMNet ++ in or-
der to assess performance characteristics, such as
average delay, packet loss, etc. These results are
then compared with each other to finally help se-
lecting the right MAC for a set of different applica-
tion scenarios.

The rest of this paper is structured as follows. Related
work is discussed in Section II. Next, Section [l ex-
plains our system model and assumptions. Section [V
and Section V introduce the different MAC protocols for
unidirectional net-works. Section VI presents our experi-
mental evaluation based on simulation and Section VI
concludes the paper.

Il . RELATED WORK

Saving costs and energy by using unidirectional nodes
is an idea that has been used multiple times in the past:
RFID Systems [ 10][4 ], long range outdoor networks
[3],wireless body area networks [ 11] and indoor net-
works [ 12]. The challenge hereby is to find communi-
cation schemes to allow for reliability , energy efficiency,
and a bounded delay. As already mentioned, unidirec-
tional nodes cannot perform carrier sensing nor synchro-
nization , therefore, existing algorithms such as CSMA
and Aloha cannot be used.

This behavior poses a problem for communication re-
liabil-ity , since there is no feedback for lost or corrupt
packets. In this context, Cardell-Oliver et al. [ 13 ] iden-
tified three error-contention strategies : temporal diversi-
ty , spatial diversity and code-based methods. In temporal
diversity ,data packets are, for example, transmitted re-
peatedly at different times, while spatial diversity aims
to separate devices geographically such that they do not
fall within each other's range and, hence, cannot inter-
fere with one another. Code-based methods add redun-
dant data,which can be used by the receiver to correct
damaged packets. However, the increased packet length
leads to less energy efficiency and higher collision prob-
ability due to longer transmission times. Cardell-Oliver
et al. further concluded that temporal and spatial diver-
sity yield better results for indoor scenarios than code-
based strategies [ 13 ].

An approach based on time diversity, called Timing
Chan-nel Aloha(TC-Aloha) ,has been proposed by Gal-
luccio et al. [ 14 ]. This scheme encodes parts of the in-
formation in the inter-packet separation of the different
nodes. As a result, the packet length and transmission
time can be reduced, thus, decreasing energy consump-
tion and the probability of packet collision. In order to
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improve reliability, packets are transmitted multiple
times. Clearly, to recover the informa-tion embedded in
the inter-packet separation, at least two packets must be
received. By an analytical framework and experimental
results , Galluccio et al. [ 14 ] prove that TC-Aloha in-
creases data throughput; however, no guarantees can be
given on whether data always reaches the corresponding
receivers on time.

Fig.1 Example of a unidirectional WSN with transmit-only
(solidcircles) and receive-only nodes( checked boxes) .
r, represents the range within which the receiver collects

packets, while r, indicates the range in which

transmitters can interfere with each other

Another approach presented in [ 1] consists in using
two different types of transmitters. Simple unidirectional
transmit-ters ( forming clusters ) for cost reduction and so
called cluster heads with receiving capability. The cluster
heads collect the packets from their corresponding uni-
directional clusters and forward them to receivers. Since
cluster heads can perform carrier sensing and acknowl-
edge packets, more sophisticated communication
schemes can be implemented upon them. How-ever, if
many cluster heads are necessary for a good coverage in
a home-automation scenario, costs increase rapidly. Mo-
reover, this method cannot guarantee a fully reliable
communication and packets may potentially never reach
their receivers due to collisions,in particular,within one
cluster.

Although these previously mentioned approaches im-
prove the overall communication reliability, they either
do not allow giving precise guarantees on delay and reli-
ability or they use hybrid nodes, which increase costs. In
this paper,however, we consider exclusively designs for
unidirectional networks that can provide these guaran-
tees. To this end, the following section summarizes the
system models as well as the assumptions made by the
presented MAC protocols.

II. SYSTEM MODEL AND ASSUMPTIONS

We consider a WSN consisting of nsimple transmit-
only nodes that are spatially distributed and transmit da-
ta upon activation. A transmitter node is activated by an
event,e. g. ,a motion detector gets triggered, the tem-
perature rises to a certain level ,etc. Upon activation , the
corresponding transmitter broadcasts its data within a
certain range and every receiver within that range will
receive this data-see Fig. 1. If a receiver is connected to



a transmitter' ,it will process data;otherwise this is dis-
carded. Since transmit-only nodes are unable to detect
whether data has reached its corresponding receivers,
they transmit a sequence of & € N >0 redundant pack-
ets — to increase chances of a successful reception —
where k is a natural number greater than zero and a de-
sign parameter common to all nodes in the system.

Packets transmitted by nodes consist of an identifier,
a data, and a check sum or CRC ( Cyclic Redundancy
Check) field. Usually, these have a relatively constant
size consisting of a few bytes. Transmitting one such
packet takes an amount of time that depends on the
number of bits to be transmitted and the bandwidth of
the communication channel. We refer to this time to as
packet length. In this paper,we denote by [, e R > 0
the maximum length of any packet in the network. We
assume that even the smallest overlapping between any
two packets on the communication channel produces in-
terference and,hence, packet loss.

We further assume that each receive-only node con-
stantly monitors the communication channel and , hence,
no special measures have to be taken before sending da-
ta. For example, no preamble needs to be sent to wake

max

up a receiver, etc. In many applications, this assump-
tions does not pose any additional restrictions, since re-
ceive-only nodes are usually attached to unrestricted
power supply,e. g. ,a lamp in a home automation setting
is attached to the electric network. In other cases,where
power supply is restricted , the presented method can be
extended to account for preambles, e. g. , by adjusting
the packet length or increasing the number of packets
sent. However, this is out of scope in this paper.

For each transmit-only node in the network, it must
be guaranteed that one packet arrives within a deadline
measured from the node's activation time. In the context
of home automation, typical deadlines are around
500 ms. This is,for example, the time by which a wire-
less light switch should turn on the light, or a motion
sensor should detect the presence of a person. A greater
delay is often unacceptable, since it negatively impacts
the quality of the system. Similar deadlines are also
common in body area networks. In this paper, we con-
sider that this deadline is the same for all nodes and de-
noted by d,, € R >0 — this is typical from single-hop
WSNs where data needs to be conveyed in one direction
and within a given time upper bound.

Finally,each transmit-only node is assumed to be ac-
tivated only once within a time interval of length d_ . In
our previous example,this means that the wireless light
switch sends only one sequence of packets every
500 ms. This is a logical design assumption, since multi-
ple activations of the transmitters lead to unnecessary
interference and do not help achieving the design goal
of the system.

An identifier is sent in each packet by the transmitter, which is then
recognized by its corresponding receiver.

IV. RELIABLE MAC PROTOCOLS

In this section, we introduce two MAC protocols [2 ]
[8] for designing fully reliable networks based on unidi-
rectional devices. Fully reliable means that it is guaran-
teed that at least one packet of a sequence of kredundant
packets reaches the corresponding receiver within a
deadline d,,, in the worst case. However, this reliability
can only be guaranteed if interference from outside the
network is negligible and interference solely originates
from simultaneous transmissions within the network it-
self. Although this assumption strongly limits the area of
applications, e. g. being impractical for large WSNs or in
noisy environments, there still exists numerous applica-
tion scenarios. For example ,the authors [2][8] mention
indoor networks as an possible application area, since
walls usually shield environmental noise to a great ex-
tent. Or they suggest using different frequency bands,
such as 868 MHz to avoid interference with common de-
vices using 2. 4 GHz, such as WLAN routers, micro-
waves, etc.

X

A. Periodic MAC

In our previous work in [2],we presented an approach
for fully reliable communication based on unidirectional
devices. In summary , this consists in each node sending a
sequence of redundant packets upon activation with con-
stant inter-packet time. For each node in the network ,its
inter-packet time has to be selected to ensure that at
least one of its packet arrives in the worst case. After
each sequence, there is a transmission pause in which
transmitter cannot be triggered anew.

In more detail , the authors [2] first start by deriving
the minimum number of packets & per sequence. Due to
the asynchronous nature of unidirectional WSNs, any
node could possibly start transmitting at any time in-
stance , hence , if there is a total number of n nodes in the
system,each node could suffer at least n —1 collisions in
the worst case. Since for successful communication at
least one packet of a sequence must reach the receiver,
the minimum number of packets per sequence k must be
consequently set to at least k =n,i. e. ,each node sends
at least as many packets per sequence as there are nodes
in the system. Although this number of kis relatively
high ,it is the necessary minimum for full reliable com-
munication in unidirectional WSNs. This also holds for
the optimized periodic MAC[ 8] ,as shown later.

Next, methods for finding suitable inter-packet times
(periods ) are introduced. To this end,the authors fix & =
n,i.e.,k is set to the minimum number of packets per
sequence possible. This reduces both energy usage and
interference ,since there are no more transmissions than
necessary. However, this also restricts the selection of in-
ter-packet times,as there can now be at most 1 collision
between any two nodes in the sequence. In order to pre-
vent multiple collisions between any two nodes ¢ and j,
the following condition must hold for IS i < n,1<j <
n,<k<n -1,and i #j
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mod(m) =2xI,.

p;
where mod( + )is the modulo operation !/

(1)

oy 18 the maxi-
mum length of a packet, while p, and p; are the (.con-
stant ) inter-packet times of the i-th and the j-th node re-
spectively.

To better understand (1) ,Fig. 2 displays exemplary se-
quences of three nodes in the case of a simultaneous acti-
vation,i. e. ,all nodes start transmitting at the same point
of time. We can see that beside the first unavoidable col-
lision, there are no further collisions between any two
nodes. In addition, (1) states that there must be at least a
space of 2 + [ between any period and its combina-
tions. This ensures that collisions, in which packets do
not overlap perfectly as in Fig. 2 but are shifted relative
to each other,do not cause another collisions within that
sequence. For example,if node 2 starts transmitting [, -€
before node 1,where € is an infinitesimal small number,
both first packet are still lost,but the second packets do

not interfere. If node 2 starts transmitting even earliere.

g.2 « [ . before node 1,packet 2 will be lost, but no
other packets collide with 1.
Lnex
I‘—ﬂpmm |
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Fig.2 Illustration of Equation 1 for the case of three nodes,
i.e., n=3.In the case of a simultaneous activation ,the
first packet of each node will get lost(reddish shading).

However, there will be no further packet losses for the next
two packets(i.e. ,n —1)of each node( grayish shading)

Finally, (1) is used to find the following formula to
calcu-late inter-packet times
P =2 % (n-2) X (n 1) x1 (2)

where p, .. or p, is the smallest inter-packet times of all

+2 %1

max max

nodes and all further periods are exactly 2 - [ longer,
ie.,p,+1=p,+2 -1, — see(l).

We can see that period lengths increase quadratically
with n and the overall maximum delay, which is
(n=1) + p, of a node i for sending n packets,rises with
the power of three for an increasing network size. This
means that the overall maximum delay is very high for
higher n making the periodic MAC generally be suitable
for only small networks.

In addition to the long inter-packet times, there must
also be a transmission pause implemented after each se-
quence. By this, double collisions with two subsequent
sequences are prevented,as shown in Fig. 3. This pause
must have an overall length of the longest sequence of all
nodes ,hence, it doubles the maximum delay. For exam-
ple,let us consider a wireless light switch in an home au-
tomation network with a typical deadline of 500 ms. If the

.84 -

user accidentally switches the light on, he has now to
wait for the data transmission for up to 500 ms and an
additional 500 ms to be able to trigger the switch anew.
Although this might not be a problem, it generally de-
creases the quality of service of the system.

max

~

[] []
[ [] []

[llustration of the transmission pause after each sequence

max

Fig.3
for the case of three nodes. The last packet of the top node
interferes with the first packet of bottom node( reddish shading).
Given that the second packet of the bottom node might also be
lost,its third(and last) packet can only be guaranteed to reach its
receiver( grayish shading) ,if the top node is forced to wait for at

least d

max

time before transmitting anew

B. Optimized periodic MAC

As we previously discussed the periodic MAC ,we could
see that making unidirectional communication fully relia-
ble incurs in great pessimism:A high packet number of
at least n packets is required for each node per se-
quence ,where n is the total number of transmitters in the
system ,as well as long inter-packet times lead to a high
overall delay. In order to improve performance, efforts
have been made to reduce inter-packet times(as we al-
ready know that the packet number cannot be further de-
creased ).

The optimized periodic MAC[ 8] follows a similar prin-
ciple as the periodic MAC. Each transmitting node sends
a sequence of n packets upon activation with constant in-
ter-packet times,followed by a transmission pause. How-
ever,in contrast to the periodic MAC, nodes can have
multiple different inter-packets times instead of just
one—see Fig. 4. These lead to non-symmetric periodic
patterns that were found by using an ILP ( Integer Linear
Programming ) solver and optimized for the shortest total
transmission duration,however,these patterns greatly dif-
fer in length ,meaning that some transmitters are very fast
at sending their packets whereas others have total trans-
mission durations which are multiple times longer. This
leads to big differences in terms of the average and total
delay and hinders the system analysis.

Further, the ILP solving requires high computational
power. Hence , the authors of the optimized periodic MAC
were only able to generate periods for a very low n<< 6.
For higher n,another paper [ 15] was proposed offering
two different algorithms of heuristic nature for finding in-
ter-packet times. The first one uses prime numbers to
generate unique period times,but as prime numbers also
strongly increase in its value as more are needed for
higher n ,these result in even longer inter-packet times as
for the periodic MAC. The second algorithms first gener-
ates a large set of possible periods and then picks the
shortest ones by performing a check that is similar to



Equ. (1)of the periodic MAC. By doing so,the second al-
gorithm is able to find periods that are approximately
30% shorter than those of the periodic MAC. However,
due to its still fairly high computational complexity, gen-
erating periods requires a much higher processing time.
For example ,finding all inter-packet times for n =30 re-
quires a time of 72 hours to generate,whereas the period-
ic MAC takes less than 1ms’.

/

‘max

slali
TIIIES: D
0 5 H

Fig.4 Exemplary inter-packet times for the opiimized periodic
MAC in the case of three nodes,i.e. ,n=3

In summary ,this means the optimized periodic MAC al-
lows for a shorter maximum delay, but requires more
memory on the nodes,as multiple inter-packet times must
be saved and higher computation time for calculating
these.

V. PROBABILISTIC MAC PROTOCOLS

The previously discussed MAC protocols have shown
that making a network fully reliable results in high costs,
i. e. ,a high number of packets must be sent separated by
long inter-packet times. In addition,to achieve this relia-
bility, external noise must be neglected, which is often
not the case,for example,in dense networks with a high
number of nodes or in noisy environments. In order to re-
duce this pessimism and to be able to account for exter-
nal interference ( which is of stochastic nature ) , probabi-
listic MAC protocols have been presented.

In our previous work in [9],we proposed a probabilis-
tic MAC protocol for guaranteeing a bounded delay and
specific reliability for unidirectional networks. It consists
in each node sending a sequence of k redundant packets
within a maximum deadline d, with inter-packet times
that are randomly selected between a lower boundary tmi-
nand upper boundary ¢, . In contrast to the previously
mentioned approaches,no transmission pause is required
after a sequence. In addition, after triggering a node it
will not start transmitting immediately, but first waits a

random period within [z, ,z,.. ]. Hence,there will be a

min 2 Umax

greater delay on average ,which, however,can be neglec-

ted in most applications, since delay is not critical as
long as packets arrive before the deadline.

Given the packet size [, ,the deadline d

ber of nodes n and the required communication reliability

the num-

max 9 max

2All calculations were performed on an AMD A8-6500 processor at
3.5 GHz and with 8 GB of memory)

p ,the probabilistic MAC[ 9] allows computing the missing
variables ¢, and ¢, and k. To this end,let us first con-
sider ¢,

Dy = L
tmax . k

(3)

Since packets are sent in intervals that are randomly
selected between ¢, and ¢, ,increasing this interval re-
sults in a higher number of choices selecting periods,
consequently reducing the collision rate. Hence,in order
should be as high

as possible. This is done in(3) ,as in the worst case,in
which a node randomly picks £ times ¢, as its inter-

X

to increase the interval ¢, —t

min 9 tmax

packet time, starts transmitting its last packet at d,, -

[,.. and finishes it exactly at d, . Next,let us consider

max max *

the lower interval boundary ¢,

2(n - 1)1,
T —— (4)
% 1 - P
On the other hand,: . is a subtraction of ¢

9 Ymin max

tmin = max

and a
second term that depends on all remaining parameters.
This second term must not be too large in order that ¢,
does not get negative and the system becomes not feasi-
ble anymore. This means that,as expected,both the net-
work and packet sizes are limited as they directly in-
crease the term's size. Further ,we can see that increasing
reliability p decreases ¢,;, as well. This is a logical con-
clusion since for a higher reliability, the interval ¢, -
binin

fully reliable communication with p =1 is not possible
with the probabilistic MAC ,as the denominator would be-
come 0. This means that the probabilistic MAC tolerates
packet loss to some extent in exc hange for a lower de-
lay and a lower packet count(k<n).

The last missing parameter k£ is more complex to deter-
mine,since both(3) and (4) depend on it. Therefore , the
authors [9] performed a set of experiments to numerical-
ly find its optimum. In general, k should be chosen as
small as possible,as it directly affects the systems energy
consumption.

must be larger. We can also conclude with(4)that a

VI. EXPERIMENTAL RESULTS

In this section, we present our experimental results
comparing the three proposed techniques. To this end , we
have performed a simulation based on the OMNeT ++
network simulation framework [ 16] and an extension for
mobile and wireless networks named MiXiM [ 17 ]. This
allows us to effec-tively simulate our network with differ-
ent physical parameters and to record statistical values
for very large numbers of transmissions.

We assume that the network has been set up correctly
in a way that physical effects,such as fading,shading and
reflection of radio waves do not cause packet loss and
can therefore be neglected. The data rate of transmission
has been fixed to 128 kbit/s and the packet size is
3 bytes(8 bits for identifier,8 bits for data,and 8 bits for
check sum). The transmission time of a single packet
takes consequently 187.5 ps,i. e. ,this is the value of
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The deadline d___ has been set to 500 ms and in case

lmax * max

of the probabilistic MAC,we chose k =2 ( required mini-

mum ) and a reliability of p =0.95.

—o— periodic/optimized probabilistic
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Fig.5 The measured reliability of the three compared MAC protocols is depicted.
Each algorithm was executed for different numbers of transmitter nodes(n) ;
for each value of n,100,000 different packet sequences have been simulated

The simulated network consists of one receiver and a
selectable number of n transmitters that are all within
range of one another and , hence ,interfere with one anoth-
er. The receiver node is a simple data sink, whereas
transmitter nodes are data sources that transmit packets
with a certain pattern according to the compared algo-
rithms.

All transmitter nodes run independently of one another
and are triggered by random time events to ensure that
different possible combinations of packet transmissions
are considered. Recording and processing of simulation
data is done by the framework at runtime. In particular,
the time stamps of the different packets sent are com-
pared to determine whether packets overlap and, hence,
get lost.

Fig.5. shows the reliability of the different MAC proto-
cols as n increases. As expected, both the periodic and
optimized periodic protocols do not loose any packets as

—&— periodic

=i optimized

they were specifically designed for fully reliable commu-
nication. The probabilistic MAC , however , incurs in slight
packet loss with further increases with a rising n. This is
due the fact that a higher n increases the channel load
and consequently the collision probability. Still ,its relia-
bility stays well over the calculated 95% .

Let us now consider the average transmission delay,
i. e. ,the delay from triggering the node to the successful
reception of its data. As can be seen in Fig. 6,both opti-
mized and periodic protocols show a low delay for small
n,which rises quadratically for higher n. This is because
for a low number of transmitters, the collision count is
low and typically the first packet of a sequence suc-
ceeds. For higher numbers, the collision count rises and
the overall delay increases as the periods increase as
well. Since the periodic protocol typically has longer peri-
ods than the periodico ptimized MAC ,its average delay is
higher.

probabilistic

300

250 &=

200

150

100

/

50

0 -+ T

T T T 1

15 20 25 30

Number of nodes (n)

Fig.6 The average delay for receiving a packet in numbers of [ is depicted for the random and

our proposed algorithm. Each algorithm was executed for different numbers of transmitters(n) ;
each time 100,000 packet sequences have been simulated
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In contrast , the probabilistic MAC starts with a relative-
ly high delay due to its random waiting time before the
first packet of each sequence. The delay then slowly in-
creases for higher n as the channel load is greater and
the loss rate increases.

Although the average delay is higher for the probabilis-
tic MAC for n< 30, its worst case delay is much lower
than for the fully reliable protocols. For example, let us
consider a network with 30 nodes. For the probabilistic
MAC,the worst case delay will only be 500 ms, whereas
the periodic and the optimized periodic have a delay of
1,500 ms and 4,000 ms respectively.

Finally,let us consider the typical energy consumption

—&— periodic/optimized

30

of the three presented MACs,as shown in Fig. 7. To this
end ,each node was triggered between 6 to 10 times a day
(typical value in home automation scenarios)and the to-
tal energy consumption used for transmission was recor-
ded. We can see that the probabilistic MAC consumed
fairly low energy,as always £ =2 packets have been sent
independent of n. The two reliable protocols, however,
consumed a large amount of energy which rises quadrati-
cally with n. This means that in order to be still able to
operate nodes with batteries , both fully reliable MAC pro-
tocols should only be considered for smaller networks n <
30, for example ,home automation networks.

probabilistic

25

20

10

Energy consumption [Wh]
s

5 U\J\——A/‘/
0 |- ‘ :

60 80 100

Number of nodes (n)

Fig.7 The yearly energy consumption used for packet transmission by the different MAC protocols is shown.
On average ,each node is triggered a number from 6 to 10 times per day,which corresponds to the common
activation rates in home automation networks. The energy consumption during transmission is 5 mW

VII. CONCLUSIONS

In this paper,we presented different MAC protocols for
purely unidirectional networks, i. e. , networks of nodes
with either the capability of transmitting or receiving data
packets. These protocols can be further divided into fully
reliable and probabilistic approaches.

The presented reliable approaches consist in sending a
sequence of redundant packets with carefully selected in-
ter-packets times. These avoid multiple collisions be-
tween any two nodes and ensure that at least one packet
reaches the corresponding receiver in the worst case. The
reliability , however, comes at the costs of increased delay
and energy consumption. In addition, these MAC proto-
cols only work in a noise free environment,where no ex-
ternal interference is present. As a consequence, those
protocols are best suited for smaller indoor networks with
less than 30 nodes. Examples can be home automation,
Internet of Things (10T ) , environmental monitoring and
control loops,where data loss cannot be tolerated.

On the other hand, probabilistic approaches try to im-
prove the delay and energy consumption by allowing
packet loss to some extent. In addition ,they allow consid-
ering external interference ,since it shares the same prob-

abilistic nature as the protocol itself. This makes them
the ideal choice for a broad variety of applications inclu-
ding difficult settings,such as networks with a high num-
ber of nodes or noisy environments. Examples can be en-
vironmental monitoring,loT ,sensor clusters,etc.

Beside doing a summary and analysis of the presented
approaches , we performed a set of experimental simula-
tions based on the OMNeT ++ framework. Our experi-
ments show important criteria such as energy consump-
tion , packet loss, etc. and validate the presented analysis.
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Abstract— Composite winding workstation of industrial ro-
bot with 6 degree of freedom was studied ,in which individu-
ally analyze the influence of the variation parameters of en-
veloping form, length of the hanging filament, geodesic and
non-geodesic to winding craft and the robot kinetic stability.
MATLAB was used to calculate robot winding track in dif-
ferent winding strategies and determine winding track after
projecting. Joint simulation of robot winding dynamics based
on ADAMS and MATLAB was conducted to obtain curve of
each joint torque of the robot,then the influence of the wind-
ing track after projecting on kinetic stability of robot was an-
alyzed. The experiment of dry fiber winding of composite
products was carried out, which indicates the optimized
winding method adopted to stabilize the winding pattern and
no slip yarn, overlapping, overhead and other phenomena in
the winding process, and the winding precision completely
meets the design requirements.

Keywords— Composite , robot , winding strategy , united sim-
ulation , optimization

I . INTRODUCTION

In the composite forming technologies, winding is an
important technology of the production of composite
products. Winding machine is the core of the equipment
of winding products. At present, the composite molding
equipment and process control research are more mature
[1],[2],realized the axisymmetric composite products
automatic winding. But for a non axisymmetric compos-
ite such as elbow, tee etc. production, they still adopt
backward mechanical winding machine and the manual
winding,or used 2 ~3 degrees of freedom CNC winding
machine for semi-automatic winding of artificial auxilia-
ry. For mechanical and CNC winding machine , whose a-
daptability and flexibility is poor,there are low degree of
freedom ,unable to solve the problem, such as complex
shape of composite products( elbow,tee,etc. ) automatic
winding[ 3] ,[4]. Industrial robot has the advantages of
good general , more degrees of freedom, high precision
and strong extensibility, so it is suitable for complex
high precision automatic winding shape of composite
products.

Many scholars abroad have carried out research, in-
volving composite products molding with robot and robot
track. Polini and Sorrentino [ 5 ], [ 6 ] has studied the

effect of the safe distance of workpiece and winding ten-

sion , using robot to composite winding,on the properties
of products ; Aized and Shirinzadeh[ 7 ] studied the anal-
ysis and optimization of robot fiber laying process using
response surface method; Tian and Collins [ 8 ] have
studied using genetic algorithm for robot track planning,
able to quickly get the optimized track; Toussaint[ 9 ]
has studied robot track optimization by the method of
approximate reasoning,and applied to non-LQG system.
In addition, the abroad has carried out the research of
robot winding equipment, France MF Tech company de-
veloped Pitbull and Fox multi-axis robot winding control
system[ 10 ] ; The Netherlands Taniq company independ-
ently research and development the Scorpo robot, used
for the winding of fiber reinforced rubber products, Scor-
po robot can respectively winding rubber lining layer, fi-
ber reinforced layer and the protective layer by repla-
cing the robot end device [ 11 ]; Canada Compositum
company independently researched and developed a va-
riety of models of the robot and the numerical control
system of the automatic control system, with CNC sys-
tem,robot and winding machine to complete the com-
posite container ( natural gas, hydrogen storage tank )
production.

Currently there are less domestic organizations to
study the robot winding,for complex composite products
of the same winding process, there are many robots
winding strategy , different winding strategy which effect
on winding process and robot stability and mechanical
properties, such as tremor, jitter and overload phenome-
non appeared in the process of robot winding. However,
enveloping form,length of the hanging filament and geo-
desic winding and non-geodesic winding are a key pa-
rameter to influence winding strategy , and there are cor-
relation and influence between each parameters. There-
fore ,the winding strategy, to make the robot movement
stability best,needs a strategy optimization to influence
the parameters of the winding. In this paper aiming at
composite winding robot, designs a winding pattern of
solid of revolution suitable for the robot winding, analy-
ses winding model of the geodesic of rotors mandrel , and
get the doffing point trajectory ;for doffing points trajec-
tory , we respectively ,in the MATLAB platform, calculate
the robot end winding path using different forms of en-
veloping, length of the hanging filament and geodesic
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winding and non-geodesic winding strategy, analyze the
winding strategy that affects the winding process and the
performance of robotics, and determine the planning of
the robot track; we using the ADAMS and MATLAB
simulation, in the end of the robot on filament winding
tension, verify the stability when the robot catches the
mandrel winding according to the planning track; we
conduct the shape product dry filament winding experi-
ment according to the planning track and the winding
method, verify the feasibility of the optimized winding
strategy feasibility to make products.

II. SoLip OF REVOLUTION LINES DESIGN AND
TRAJECTORY PLANNING

Winding lines design is the basis of the winding
process, it is closely related to the quality of the winding
products and the realization of the molding process. For
complex composite products,we designed the linear de-
sign of cylinder, cone and ellipsoid composites of rotors
mandrel in a way of the geodesic winding, and obtained
the doffing point trajectory of the mandrel surface; for
doffing points trajectory, we respectively, in the MAT-
LAB platform, calculate the robot end winding track u-
sing different forms of enveloping,length of the hanging
filament and geodesic winding and non-geodesic winding
strategy ,and plan the motion trajectory of robot wind-
ing.

A. Solid of revolution winding lines design

(1) Cylindrical geodesic winding

Cylinder and conical section of geodesic winding for
composite products mandrel as shown in Fig. 1. Cylinder
mathematical model as shown in Fig. 1(a) ,the cylinder
adopt stable geodesic winding, if the doffing points in
the cylindrical section where the fiber fall off are regar-
ded as the assumption point M in the process of wind-
ing, the equation of point M, suitable for the surface of
the cylinder to meet the surface ,is r( Rcos@,Rsiné,z). z
is the axisymmetrical z axis coordinates,r is the radius
of each point along the z axis direction, R is the radius
of the cylinder, Set up a Oxyz coordinate system, the x
axis goes through L to intersect at the rectangular bottom
edge. M on the xOy projection is M, ,the Angle from the
x axis forward to OM, is 6. The filament winding Angle
for cylinder section is ¢. Point located on the cylinder
and xOy surface in winding angles around the z axis to
rotate 360° from xOy distance below is h. There are

0

z=MM=7=-h = (R-tanyy) - 6

2'1T (1>
x = Rcos0
y = Rsinf

Get on the surface of the cylinder for the geodesic e-
quation is
x = rcosf
{y rsinf
z = rfcosy
(2) Conical geodesic winding
Cone mathematical model as shown in Fig. 1 (b),

(2)
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conical half-apex angle is 8. The geometric characteris-
tics of rotating cone head shows that the shape is forma-
tive by y =r(z) generatrix around the rotating axis z.
In polar coordinates of thecone surface the expression is

r(6,,z) = {r(z)cosh,,r(z)sinf,,z| (3)

(b)

Mathematical model of cylinder and conical section

Fig. 1
of geodesic winding for composite products mandrel
('a) Mathematical model of cylinder;
(b) Mathematical model of conical section

In expression, 6, is the corner of mandrel center. The
expression (3 ) is carried out calculations in the way of
0'y,0y,z",2". According to the differential geometry the-
orem, the curvature of the cone can be obtained by
Gaussian curvature equation

_ 46, _ _da _ r'sina (4)
S R N sy

In expression, k, is the geodesic curvature,s is the fil-
ament winding parameters of arc length, o is the wind-
ing angle. Based on differential geometry, surface mean
curvature, gauss theorem, differential geometry theorem
and Euler formula(5) ,it can be seen

r' 2 1
= —————cosa-——"—

(1 +r7)2 re 1 +r"7
In expression, k, is the normal curvature, k, is the

sina (5)

n

meridian curvature, k, is the ring to curvature, Set
k,/k,=X,A is the geodesic normal curvature ratio,then
the trajectory differential equations as follows

da r'tana ( " sinatana)

T =-———-A 3t cosq - ——

dz r 1+ r

(6)
When A is 0, differential equation is the differential
equation of geodesic trajectory.



(3) Ellipsoid geodesic winding
Models of ellipsoid and geodesic on surface of ellip-
soidal dome for composite products mandrel as shown in
Fig. 2. To solve the geodesics on the surface of the solid
of revolution is equivalent to solve the geodesics on the
ellipsoid ANAB[12 ][ 13 ]. The method that the ellip-
soid is seen as the ball is adopted to solve the geodesics
on the surface of the elliptical head, then establish the
geodetic coordinate system (O, B, H). Said ellipsoid
Fig. 2 (a) mathematical model of the semi-major axis
length is a,the length of short half axis is b,the flat rate
of ellipsoid is f,the first eccentricity is e,and the second
eccentricity is e’. According to the formula of Clairaut
here are
siny, = siny, * cosf,
- cosf3, (7)
Inexpression, y is the azimuth angle,B is called as
parameter latitude 83 is to satisfy the following formula
tanB = (1 = f) - tand (8)
Inexpression, ¢ is the latitude angle. Fig. 2(b)is a
round sphere, according to Clairaut formula: siny, =
siny + cosB. In the NEP triangle, the length of the edge
EP and the edge of the opposite Angle w are corre-
sponding to the length s, of the geodesic line AB side
and the edge angle A, of AB to the other side in the
Fig. 2 (a) ellipsoid. Satisfy the following equation(10) ,

= siny,

supposing k =e' - cosy,
S _ UW ,
b—l 1 +k° «sin“g’'do (9)
An = a) _f'

. } 2 - f
siny,
ol + (1 =f) V1 +k xsin’¢’
Inexpression, o is the ellipsoid arc length, o’ is the
derivative of ellipsoid arc length.
As shown in Fig. 2 (b), geodesic sphere surface as
starting point E, with initial azimuth 7,, the geodesic

do’ (10)

line is across the equator; Point P can represent A and B
any point of geodesic line AB, and each point is with
parameter B, y, o, w, s, and A,, where s, = s, — s,
means the length of AB. s, is the A coordinates,s, is the
B coordinates; A, , 0, and w,,are the same definition,
v, express the forward direction of the point B.

i
-

(2)

a(s)

%

E

(b)

Fig.2 Models of ellipsoid and geodesic on surface of
ellipsoidal dome for composite products mandrel
(a)Model of ellipsoid; (b) The geodesic on the

surface of the ellipsoidal dome

B. The winding trajectory planning

According to the solid of revolution winding equation
we gained the doffing point trajectory of the mandrel
surface , using robot movement in the form,including the
envelope form of pay-out movement around the work-
piece ,length of the hanging filament and geodesic wind-
ing and non-geodesic winding etc. ,and we analyzed the
winding process and robot performance.

(1) The winding trajectory of the envelope form

When it is winding, the pay-out moves around the
workpiece, its line formed the envelope line relative to
the workpiece. According to the shape of the envelope, it
can be divided into open enveloping cylinder, closed en-
veloping cylinder, entire enveloping cylinder and con-
stant free fiber length,4 kinds of forms, schematic dia-
grams of 4 types of enveloping forms as shown in Fig. 3.
We planed the axis trajectory of the robot in the four
kinds of forms,then by using the Matlab calculated the
axis trajectory, finally got its motion characteristic
curve , Movement relationship curves between carriage,
cross carriage , pay-out and mandrel under the condition
of 4 types of enveloping patterns as shown in Fig. 4.

The open enveloping cylinder,when the end reverse,
the characteristic curve is choppy. The sawtooth can
lead to continuous reversing, the acceleration and decel-
eration of the end terminal is too large,leading to differ-
ent degrees of tightness of the fiber. The fiber resin con-
centration and winding stress are uneven, which affect
products quality and performance. From the point of the
slope of the curve, the end is almost constant motion;
when it is reversing,there is the curve of discontinuity.
There are vibration problems for large inertia at the end
of the actuator,then the robot body movement process is
not stable. When the closed enveloping cylinder is in re-
versing the sawtooth phenomenon of the motion charac-
teristic curve is improved, it still exists repeated start
and stop action in the mid-piece, and it still exists the
mutation rate when it is reversing. The entire enveloping
cylinder in the process of marching in the middle is very
smooth ,but vibration problem is in the reversing area.

.91 .
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Constant free fiber length avoids the above problems, won't cause the problem of tremors and the too large de-
and its characteristic curve is smooth, Except on both celeration,so it can be used as the preferred method in
ends of the reversing there is no other directional move-  this paper.

ment in the end, explaining its movement is stable; It

(a) (b)

(d)

Fig.3 Schematic diagrams of 4 types of enveloping forms: open enveloping cylinder, closed
enveloping cylinder, entire enveloping cylinder and constant free fiber length
(a) Open enveloping cylinder; (b) Closed enveloping cylinder;
(¢) Entire enveloping cylinder; (d) Constant free fiber length
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Fig.4 Movement relationship curves between carriage, cross carriage,
pay-out and mandrel under the condition of 4 types of enveloping patterns :
open enveloping cylinder, closed enveloping cylinder, entire enveloping
cylinder and constant free fiber length
(a) Movement relationship between carriage and mandrel ;

(b) Movement relationship between cross carriage and mandrel ;

('¢) Movement relationship between pay-out rolation and mandrel

(2) The length of hanging filament is fixed length
winding trajectory

The theory algorithm shows that when the hanging fil-
ament A is the fixed length,the equations of motion are
with finite number of solutions. A =100 mm, 150 mm,
200 mm ,400 mm are taken to calculate. When the fiber
finishes a complete winding, movement relationship
curves between mandrel and carriage, cross carriage,
pay-out while the length of hanging filament is equal to
100 mm, 150 mm, 200 mm and 400 mm is shown in
Fig. 5.

With the increase of the value A ,the movement curve

raised ,and the carriage and the cross carriage movement
increases. Winding equivalent radius of pipe the robot
work radius also needs to increase;the larger A is, the
greater the each axis of motion curve is shaking. It is
easy to cause fiber tension in winding process can't keep
constant, lead to the fiber from gaps or covers each oth-
er. This is not conducive to increase the rate of filament
winding products. In addition, the A is greater, in the
conical section of small diameter directional area, the
faster the reversing speed. The robot will produce loss,
leading to reduce the service life of the robot. When A is
smaller, movement relationship curves between mandrel

.03 .
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and carriage, cross carriage more gentle, more stable ensure the robot is with adequate moving space of the
movement , but when the width of the pay-out is greater case,and the length of hanging filament is as short as
than 2\ , the guide pay-out during winding will collide possible.

with the surface of the mandrel and therefore we need to
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Fig.5 Movement relationship curves between mandrel and carriage , cross carriage,
pay-out while the length of hanging filament is equal to 100,150,200 and 400 mm(a)
Movement relationship between carriage and mandrel ;

(b) Movement relationship between cross carriage and mandrel ;

(¢) Movement relationship between pay-out and mandrel

(3) Geodesic and non-geodesic winding irajectory

Whether to adopt the geodesic winding not only deter-
mined by the shape of the workpiece, but also on the
performance of the molded article and molding robot ca-
pable of stable operation. While the geodesic ( helical )
winding has the advantage that the linear is stable and
there are non-slip filament, but it is not suitable for all

the complex material products' winding. Hence, we
should analyze the motion characteristics for each axis
which of the geodesic (‘helical ) and non-geodesic wind-
ing. The movement relationship curves between mandrel
and carriage , cross carriage , pay-out for geodesic / non
geodesic is shown in Fig. 6.
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Fig. 6 Movement relationship curves between mandrel and carriage , cross carriage , pay-out for geodesic/non geodesic
(a) Movement relationship between carriage and mandrel; (b) Movement relationship between pay-out and mandrel;

(¢) Movement relationship between cross carriage and mandrel

When it helical winding, the carriage curve is not jag-
ged or mutations, being continuous and no abnormal
points, indicating that the carriage more smoothly, less
prone to tremors or shaking. Compared with geodesic
winding, there are significantly abnormal points during
the carriage is reversing in the non-geodesic winding
way. When it helical winding, cross carriage reversing
also appeared mutation rate, and the pay-out motion
curves have jagged individually, but considering the
non-geodesic winding, the cross carriage and the pay-out
have significant jitter when they reverse; therefore the
helical winding way is better. But it needs further opti-
mization and is eliminated rate mutation.

Through analyzing the above three forms of motion,
we can conclude that the robot trajectory curve ,adopting
a way of the constant free fiber length and smaller

- 06 -

length of the hanging filament, is relatively smooth. Tt
can be used as the ideal path of the robot winding, but
we still need robot winding trajectory simulation to verify
the stability of the robot winding.

IT. RoBOT MOTION SIMULATIONS

According to the winding of six degrees of freedom ro-
bot mechanical structure, we build the virtual model of
the robot,whose base is fixed on the ground. The six de-
grees of freedom winding robots' posture means the posi-
tion and posture at which the robot movement of each
connecting rod and each joint. In the process of filament
winding , when the pay-out moves along the preset wind-
ing process, robots can have a lot of kinds of path and at
the same time. This paper selects the dumbbell core



mandrel , using the optimized robot winding path. Name-
ly fixed length fiber free length is 150 mm, point of
winding is —5/3 , constant mandrel speed, the trajectory
of the geodesic winding, which is 50 mm wide. As shown
in Fig. 7, the robot winding position while the starting
angle of six joints are respectively 0°, — 90°, 90°,

-90°, -90° and 0°.

Fig.7 The robot winding position while the
starting angle of six joints are respectively

0°, —90°,90°, —90°, —90°,0°

From the base to the end of the robot,the robot joints
numerals are joint 1 ~6,the rotation angle of each joint re-
spectively is 6, ,6,,65,6,,0s,6; ,50 we can obtain the size
of the joint angle by the pose forward kinematics equa-
tion, that is the inverse kinematics of the robot equation
0, = tan”' ( &)

F

VH=-Z,)" + K
2L, "
Ly - L
2L,/ (H - Z,)* + K
VH=-Z.)" + K
21, *
L -1
2L,/ (H - Z,)" + K
VH-Z.) +K
4 2L, -
L -1
2L, \J(H-Z,)" + K

1
—
Qo
=

0,

.1
0 = m — sin

In expression, X, Y, and Z, are the coordinates of
the robot end in the robot base coordinate system, H is
the origin distance from ground robot joints 1,L, ,L, and
L, are respectively 2,46, arm length of robot joints.
The Pose take

Yy

cosf,

— L,cos0,

In the condition that the track of the robot's terminal
in this position and orientation is exactly the same, due
to the different angles of each joint and connecting rod
position in the winding course of the winding, when the
end of the robot by fiber tension,each joint bear compo-
nent are different,thereby affecting to each joint driving
force and driving torque, the robot power consumption
during the winding process of a difference. Therefore,
the combination of winding dumbbell products as simu-
lation object, consider the process of winding speed , ac-
celeration and other parameters of the dumbbell product
during the winding process the fiber tension by analysis
and simulation.

Using Matlab the pose inverse kinematics equation is
solved to obtain the curves ofthe joint angles and the
time ¢, and outputs the data to the ADAMS, to control
each robot model axis motor runs at a specified track,
and the end of the robot is applied 50 N tension load.
Get the joint drive torque curve through the simulate
function and post-processing functions of ADAMS sofi-
ware , Driving torque simulation curves of six joints while
end of robot is applied tension loading of 50 N as shown
in Fig. 8.

.97 .
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Fig.8 Driving torque simulation curves of six joints while end of robot is applied tension loading of 50 N
(a) Driving torque simulation curves of robot joint_1 ; (b) Driving torque simulation curves of robot joint_2;
(¢) Driving torque simulation curves of robot joint_3;(d) Driving torque simulation curves of robot joint_4;
('e) Driving torque simulation curves of robot joint_5; (f) Driving torque simulation curves of robot joint_6;
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In the process of robots winding, each robot joint
torque curve is relatively stable. The torque curve slope
of the x axis direction appears too large commutation
place, due to the mutation of movement speed of the
mandrel and moving in the opposite direction in the
commutation process, But the x axis points torque is
small , negligible effecting on robot ; There is little change
on the torque curve of the y direction, it is in a stable
state. Because, in the winding process, the motion range
of the robot in the z axis direction was small ,the torque
on the z axis direction was close to zero and the curve is
smooth. Through the curve analysis of each robot joint
torque , it was found that, under the joint action by the
tension of the fibers,the torque curve of each robot joint
is steady and the joint torque is small. The energy con-
sumed less during exercise, so the robot with the opti-
mized winding path which robot hand grasping mandrel
smooth movement in the process of winding way , the way
and the winding path can be used for the robot.

IV. RoBoT WINDING EXPERIMENTS

The experiments equipment use the filament winding
workstation based on KUKA robot, the equipment pa-
rameters are as follows. Maximum of yarn speed:
50 m/min; robot winding range: 2, 000 mm; winding
trajectory accuracy: = 0.3 mm;robot load:210 kg;the
winding experiment employed dumbbell core mandrel.
The specific dimensions are as follows : pole diameter 52
mm , cylinder section diameter 190 mm, cylinder length
150 mm, ball segment radius 145 mm. In this study, The
length of hanging filament is 150 mm, winding pattern
number is —5/3 ,mandrel speed is constant,and 50 mm
wide geodesic yarn were winding yarn. We adopted the
way of grasping mandrel winding by robot hand to pro-
duce, robot hand using mandrel winding process winding
way ,as shown in Fig. 9. Winding pattern of geodesic for
a cycle of dumbbell core mandrel using a single yarn
while length of free fiber is 150 mm, winding pattern is
-5/3 and width of yarn is 50 mm as shown in Fig. 10,
and winding lines are wound as shown in line measure-
ment, Measure cycle data between adjacent yarn of
winding pattern for a cycle of dumbbell core mandrel

shown in Fig. 11.

Fig.9 Winding way of robot hands catch mandrel

- 100 -

gy ey
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Fig. 10 Winding pattern of geodesic for a cycle of
dumbbell core mandrel using a single yarn while
length of free fiber is 150 mm,winding pattern
is —5/3 and width of yarn is 50 mm

(b)

Fig. 11  Measure cycle data between adjacent yarn of
winding pattern for a cycle of dumbbell core mandrel
(a) Pattern measurement of cylindrical section;
(b) Pattern measurement of sphere section

During the filament winding workstation, based on
KUKA robot, complete dumbbell products winding
process , each robot axis moves smooth, and there is not
slipping yarn, overlap, overhead and so on. Through
measuring the winding line, the distance between adja-
cent yarn sheet is 49.77 mm,and the width of the yarn
used in this experiment is 50 mm,thus the winding traj-



ectory accuracy is less than 0.3 mm and the winding
precision of the workstation meets the design require-
ments in order to achieve the composite products stable
winding , which proves the feasibility of the linear design
and the robot motion traiectory.

In robot grabbing dumbbell core mandrel winding
process , the winding mandrel is applied 50 N tension;
Then take the value of the angle of each joint real-time
motion of the robot, and get each joint drive torque
curve using ADAMS , driving torque active curves of six

joints while end of robot is applied tension loading of
50 N as shown in Fig. 12. During the winding process,
the robot running smoothly, and there is not skew or
dumping phenomenon. According to Fig. 12, each robot
joint torques, that adopts the way of catching the man-
drel by robot hand,is smaller,and the energy consumed
during exercise is less. In addition, the curve and robot
motion simulation resulting torque curve are consistent,
and then verify the reasonableness of robot motion simu-
lation.
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Fig. 12 Driving torque active curves of six joints while end of robot is applied tension loading of 50 N
(a) Driving torque active curves of robot joint_1 ; (b) Driving torque active curves of robot joint_2;

('¢) Driving torque active curves of robot joint_3; (d) Driving torque active curves of robot joint_4 ;

() Driving torque active curves of robot joint_5 ; (f) Driving torque active curves of robot joint_6

V. CONCLUSIONS

(D Through the analysis of such geodesic winding
model of the cylinders, cones and ellipsoid composites
products, we calculated each geodesic equation,and ob-
tained the model the doffing point trajectory of the robot
winding.

) Various parameters influence wound strategies to
optimize the constant free fiber length and smaller
length of the hanging filament geodesic winding track is
a typical product winding track robot stable operation.

(3Through the ADAMS and Matlab we carried on the
collaborative simulation of the combination of winding
movement adopting the way that robots catch winding
mandrel by robot hand. When the winding movement on
the basis of the robot,under the action of fiber tension,
each robot joint torque is small and its movement is
smooth.

(@Through the experiment,the line of products is sta-
ble ;there are not the phenomena of slipping yarn, over-
lap, overhead. The winding precision meets the design
requirements ; robot moves smoothly, each joint torque
curve of the motion simulation and is almost the same as
the size and trend of the joint torque curve in the wind-
ing experiments. It verifies the feasibility of linear de-
sign and motion path,and the correctness of the simula-
tion results.
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Abstract— In this paper, we present sensor fusion approach
for path planning of mobile robot in dynamic environment.
This sensor fusion approach is based on the position and ori-
entation estimation using combination of camera, encoder
signals to improve and correct the measurement of moving
object's position and velocity. We design our mobile robot
whose name is LION with the function of the remote control
system to navigate the mobile robot in indoor environment u-
sing a wireless network. We use Matlab software for the path
planning of a mobile robot based on virtual plane approach
and combine this simulation with real mobile robot. For this
simulation uses image processing for observe view of the sur-
roundings , one of the main issues is robot navigation and col-
lision detection of moving bodies using the web camera.
Based on collision detection, the robot will start avoiding
from obstacles.

The image data of web camera is processed using Matlab
software for path planning algorithmat the user PC and the
navigation data is transmitted to mobile robot from user PC
through the Bluetooth for remote controlling the mobile robot.

Keywords—  Path planning algorithm, service robot, robot
designing and navigation , control law

I . INTRODUCITION

For autonomous robot systems which work without hu-
man operators ,one of the important things is path planning
of mobile robot that is necessary to plan a collision free
path minimizing a cost such as time,energy and time.

This paper uses a path planning algorithm based on
virtual plane approach to plan an optimal or feasible
path avoiding obstacles when a mobile robot moves from
a start point to goal point in dynamic environment [ 1].
Virtual plane approach is an invertible transformation e-
quivalent to the workspace which is constructed by u-
sing a local observer speed of the mobile robot and ori-
entation angle are independently controlled using simple
collision cones and collision windows constructed from
the virtual plane. Therefore ,based on the virtual plane,
it is possible to determine the intervals of the linear ve-
locity and the paths that lead to collisions with moving
obstacles [2].

We present fast measuring method using a sensor's
fusion to correct position errors in robust localization
scheme. This sensor fusion approach is based on the po-
sition and orientation estimation using combination of
camera, encoder signals to improve and correct the

measurement of moving object's position and velocity.
We use the Kalman filier algorithm that is used for esti-
mating position and orientation of the robot to combine
sensors information [3].

The performance of the proposed method is demon-
strated by simulationmovement results using experiment
with moving obstacles.

We design our training robot whose name is LION ro-
bot and combine this robot's navigation system with path
planning simulation based on concept of virtual space u-
sing Matlab.

This paper is organized as follows,see Fig. 1. First,we
introducemodelling and path planning of the mobile robot
with two wheels. In section IIl, we introduce the imple-
mentation of Kalman filter to combine a camera data with
encoder signal. The implementation of the developed sys-
tem is presented in section [V. The section V is the con-
clusion of the work.

Fig. 1

" LION" robot model

Il . MODELING AND PATH PLANNING
OF THE MOBILE ROBOT

A. Mobile Robot Kinematics

The Fig. 2 shows the navigation for the mobile robot
by the orientation and the speed. The line of sight of the
robot [, is the imaginary straight line that starts from O
and it is directed toward the reference point of robot R
and the line of sight angle which is the angle made by
[,. The line of sight of the robot [, is the imaginary
straight line that starts from the origin and is directed to-
ward the reference center point of the robot R. The line-
of-sight angle, is the angle made by the sight [,. The dis-
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tance [, between robot R and the goal G is calculated by

L= VO, () (D)
where(x,,y,)is the coordinates of the final goal point
and(y,,x,)is the state of the robot in { W} . The mobile
robot has a differential driving mechanism using two
wheels and the kinematic equation of the wheeled mo-
bile robot can be given by

x, = v,cos6, (2)
¥, = v,sinf, (3)
v, = q (4)
0, = w, (5)

where a, is the robot's linear acceleration and v, ,w, are
the linear and angular velocities, respectively. 6, and v,
are the control inputs of the mobile robot. The line-of-
sight angle ¢, which is obtained from the angle made by
the line of sight [, is given by the following equations

lx, —x, |

cosg, = : NG
V0@, =20 + (v, =)
y Goal
e \
/ 8{1&,)&,& ;) \

o\

R(x,y:,0,0;)
7 )\glrcégerage

" ® /

:(0r

Fig.2 Geometry of the navigation problem.

In this paper, we suggest virtual planning method
which is developed [4 ] for path planning for service
mobile robot in library. This method is derived directly
from the relative equations of motion of robot and dy-
namic obstacle.

The evolution of the range between the robot and ob-
stacle for virtual planning method is given by
following equations

L, = vicos(6;, - 0,) —v,cos(6, - ¢;,)
Lip,, = vsin(6; - 6,) —vsin(, - ;)

(7)
(8)

B,

X axis(m)

w

1.5 2 2.5 3 35 4 4.5
Y axis(m)

(a)

Above equation shows the tangential component of the
relative velocity. We can see the proof of the equations
for the tangential and the normal components of the rel-
ative velocity from thereference [5]. A negative sign of
l;, indicates that the robot is approaching from obstacle
D. If a zero rate, range implies constant distance be-
tween the robot and obstacle. The system presents a nice
and simple model that allows real time representation of
the relative motion between robot and obstacle.

B. Mobile Robot Kinematics
The kinematic configurations of the mobile obstacle
are given by

X, = v;cosb, (9)
y1 = v;sinf, (10)
6 = w, (11)

The distance between the robotR and the obstacle D
is given by

L= /(i —y)" + (% —2,)° (12)

where [, is distance between robot R and obstacle D.

The line-of-sight angle, is the angle which is made by
the line of sight [, and it is given by

| D, - R, |
cosp, = : (13)
’\/<Dx _Rx)z + <Dy - RY)2
, | D, - R, |
sIng;, - - (14)

- J(D.-R) 1+ (D, R

C. Navigation Process

Kinematic-based linear navigation laws are used to
navigate the robot toward the final goal [7]. A linear
navigation law is given by

6, = My, +c, + coe ™ (15)
where 6, is direction of mobile robot, M is navigation pa-
rameter,y,, is angle of line of sight,c, and ¢, are direction
terms and o is given constant for heading regulation.

Fig. 3 shows simulation result of trajectory planning
for the mobile robot motion from a start point to the final
point. We can see changing navigation parameters give
us different trajectories to follow for mobile robot.

Fig. 4 shows simulation results for instant path plan-
ning while robot moves in a dynamic environment with
moving obstacles.

1.5 2 25 3 3.5 4 4.5

Y axis(m)

(b)

Fig.3  An illustration of the used approach,where the initial configuration is satisfied by the choice of the control law parameters
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Fig.4 Collision avoidance using the robot-transformed approach
versus obstacle-transformed approach

IM. IMPLEMENTATION OF THE KALMAN FILTHERING

We use the Kalman filter that is used for estimating
position and orientation of the robot to combine sensors
information. In our used method, we combine the rota-
tion encoder data with camera data, using the error mod-
el method to estimate more reliable position. Fusion of
the odometer sensor and camera information, and more
accurate position estimation can be acquired. Fig. 5
shows the position (x,, y, ) estimated by camera com-
bined with position(x,,y,) and angle ( §,) measured by
odometer.

C Encoder
amera
sensor
Estimator
XY (Kalman Filter) ERAA
X, 0
Fig.5 Implementation of Kalman filter

From the position estimator,we get the new estimated
position for the mobile robot after fusion of the camera
andencoder's information through the Kalman filter, as
x,v,0. Using the above error models, we design the in-
direct feedback Kalman filter as the following state e-
quations of the system

x(k+1) = A(k)x(k) +w(k) (16)
where v (k) is measurement noise. It is assumed that w
(k) and v (k) are zero-mean Gaussian white noise se-
quences. A (k) are system matrices [ 3].

IV. RoBOT DESIGN AND ITS APPLICATION

We design the training robot that is a mobile mini-ro-
bot, completely programmable in C and especially devel-
oped for educational purpose at the electronics depart-
ment of school of information and communications tech-
nology , Mongolian university of science and technology
(MUST) ,Mongolia. Assembly is simple for experienced

electronic technicians and feasible for a novice. As for
assembly, only our prepared printed circuit boards
(PCB)and standard parts used as shown in Fig. 1. For
programming , we use freeware only. Therefore, training
robot is suitable tool or product for the introduction of
processor-controlled amateur electronics, projects in
schools and universities , studies and adult education cen-
tres. Special tools, which are freeware for private users,
have been used for all electronic development phases and
software design, proving how robots can be designed
without using expensive tools or machines Fig. 6.

Fig.6  Robot implementation

Training robot is equipped with a RISC-processor and
two independently controlled motors, four status LED,
four photo resistor sensors for line tracer, two collision-
detector switches, two odometer-sensors, keyboard con-
troller and a wireless communication set for program-
ming and remote control by a PC,see Fig. 7.

Fig. 7 Control system's block diagram of training robot
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Fig. 8 shows the real simulation results that combine
our robot navigation system with path planning simula-
tion based on concept of virtual space using Matlab.

_____

\\/ Bluetooth .
\ | communication

Obstacle2

Destination

Fig. 8.

Implementation of control system

V. CONCLUSIONS

In this paper, we suggested the path planning algo-
rithm based on concept of virtual space for collision de-
tect and avoid obstacles in dynamic environment. The
notion of the virtual plane can be combined with various
classical methods for path planning and navigation in
dynamic environments. We fast measuring method using
a sensor's fusion to correct position errors in robust lo-
calization scheme and found the sensor fusion approach
is better than single sensor approach. Also,we designed
our training robot whose name is LION robot and com-
bine this robot navigation system with path planning
simulation based on concept of virtual space using Mat-
lab. Then we obtained good results of real experiments.
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Abstract— This article shows the results of analysis of cul-
tural studies academic program taught Mongolian Universi-
ties. We are introduced to innovate and improve outcomes a-
bout curriculum of Introduction to Cultural Studies. Before
other Mongolian Universities need to change the scientific
study of Introduction to Cultural studies program in the cur-
rent conditions of globalization is just one of problems. We
assume articles introduced gateway postmodernist, de con-
stractionist theories and approaches to innovate a curriculum
to publish textbook conform to the needs and handbook. And
we viewed with the same update gateway that inside the
many countries in US,in Europe, Asia and Africa,as a defi-
nition of Cultural studies.

Keywords—  Cultural studies, postmodernist, new theories,
Mongolian Universities,analyze

I . INTRODUCTION

The notion of culture, with a wide range of academic
study, because surely it should be studied and appropri-
ate position and field of the social sciences. Our re-
searchers understand the culture represented by the cul-
ture. " Britannica" dictionary; culture is defined as is
wisdom in considering the role of social institutions. This
intelligent concept is similar to literary criticism, philos-
ophy, sociology, anthropology , history records, and val-
ue. Culturology is the Eastern European, cultural studies
can be a term used in Western Europe. It shows that
these countries every culture qualification prepares pro-
fessionals understand that the study narrowed. Develop-
ment and research of cultural studies in the Mongolian
and developing experienced more than less time. But
what are the major objects of cultural researchers?
Where the theoretical and methodological sources?
What is a study of the angle of view, our research fea-
ture? As such issues can still be sufficiently well de-
fined. We found each other that three different" cultural
studies" in the development of the program. These are
the first of the Russian and then culturology in our cul-
ture emerging in modern-Soviet Russian science of
translating that study. Researchers often have to trans-
late that science of culturology ( see the Radugin 1999,
Tumurbaatar and Tumurkhuyag 2001, Gurevich 2004
and Dorjdagva 2010 ). Secondly, the US anthropologist
Leslie White, a trend of anthropological research
preached about studying any culture called culturology.
According to read the works he published in 1949, Cul-
ture, Science ; human culture and civilization studies,
(see the Science of Culture; A Study of Man and Civili-
zation ) he mentioned that some studies are made on the

basis of a science. His culturology as the name has been
studied as a methodology and theoretical approach of the
culture (see the White, 1949 ). Thirdly, clultural studies
in America and Europe. Origin of the Sciences in 1964,
counting from the established Center for Contemporary
Cultural Studies University of Birmingham. Some authors
have recently become a popular addition to the use of
the the term rather culturology translated into English in
their professional and research areas( see the Monkh-Er-
dene, 2014 ). These conceptions are clearly many for
something different,such as the origin of history, theory,
methodology , and angle to see the objects and issues.
Great high school curriculum and Russian researchers
are the same with relative culturology but are used in any
other science the term of Cultural studies. And the origin
appears not believe that in uncoordinated US anthropolo-
gist Leslie White basis set research trends and the scien-
tific basis for any such item is the origin of the Russian-
culturology study of Culture. Which of the three studies
on culture what we have taught university students? Any
consideration of what are we doing? Which direction
would be closer to the world standards and hold what?
Will that should answer the first question.

II. CULTURAL STUDIES IN MUST
" Cultural Studies" major opens the 1998 — 1999 of

the school year and are taught the basic education and
specialized courses. Over 16 years," Cultural Studies"
10 times prepared in bachelor's degree 146 specialists,
master's degree 40, doctor's degree 12 career specialists
graduated. Employment of graduates are working 100% ,
is a graduate of 44. 4% in the profession of which,
55.6% in other sectors. Now bachelor 25 students and 1
M. Sc and 2 Ph. D study.

Cultural studies academic programs specialized units
on MUST Engineering undergraduate studies and was
selected since 1998. Cultural Studies academic programs
conducted 16 years experience in engineering schools.
Every semester about 500 bachelor students selected
this courses. But the Cultural Studies academic program
was defined just general overview on culturology in re-
cent years, cultural history seems program is taught for a
long time. Therefore, the upgrade program has encoun-
tered a problem we need. To develop from government
common requirements adopted policy,the Ministry of Ed-
ucation towards the higher education program, MUST's
mission and policies, international engineering education
CDIO system, liberal arts education as the quality of edu-
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cation and programs in accordance with the international
standard ,such for Cultural Studies academic program is
to develop curricula. Social and cultural rights to develop
the current program,a common form MUST and Mongoli-
an all Universities not only in freedom,we need publish
sample textbook ,it's Cultural studies new theory of post-
modernist ,de constraction and approach. The key to initi-
ate the introduction of research and training because we
cultural studies program is to develop a critical need,va-
lidity and importance to society.

II. ANALYZE OF CULTURAL STUDIES
ACADEMIC PROGRAMS

The United States, such as the Stanford academic pro-
gram called Cultural Studiesin Stanford University, Vic-
toria University , Georgia State University and the Asso-
ciation of Cultural Studies, Canada, England explained
quite a few university cultural studies comparative re-
search focus of academic programs as well as research
organizations and professional associations. We are se-
lected Mongolian some universities ;

(DNational Universityof Mongolia;

(@Mongolian University of Science and Technology;

(@University of Humanities ;

@University of Law enforcement;

(®Universityof Culture and Art;

(©Instituteof Chingis Khan.

Cultural Studies Introduction course credit hours and
tutorials taught in schools is shown by Table [ below.
Many schools have time for 2 considered more credit

16/32 lectures.

Table |
Acapemic CREDIT FOR EACH ScHOOL

Lecture / Seminar

No Universities Credit
Hour
| National University 2 Lecture 16 hour,
of Mongolia Seminar 32 mar
2 UnlverSI.l)./ ud 2 Lecture 30 hour
Humanities
Lecture 16 hour,
2 L8 2 Seminar 32 hour
Lecture 32 hour,
4 University of Law 2 Seminar 32 hour

Practice and
Laboratory 32 hour

enforcement

Lecture 32 hour,
Seminar 32 hour

Institute of
Chingis Khan

University of

Culture and Art 2 Lecture 32 hour

However, Table I by following, shown by comparing
the difference and the same aspects of higheducation
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goals. It was in some schools aim to compare developed
more because of the state party slogans like, abstract
propaganda as a given school and a mind completely un-
derstood the program,rather than academic high school
goals.

Table II
DIFFERENCES AND SIMILARITIES IN ACADEMIC PURPOSES

No | Universities Differences Similarities

People and social ,
environmental , sci-

1 | NUM entific, ethnic and
language related fac-
tors of culture

. . Fenomen and cultur-
University

al definition, rela-

2 | of Humani- | .
tions between speech

ties and Culture
1. The importance of
. ltural h
People and social , cutiur s eseare
. .’ | 2. Problems of hu-
environmental, sci- man and social cul-
3 | MUST entific, ethnic and il
language related fac- relations
LOETCICH 3. The national cul-
ture and development
Mongolian tradition, 4. Universal culture
the ethnic character- | 404 anth%ropology
University | istics, people prefer 5. Function of cul-
4 | of Law en- | the wicked and the | "re . .
forcement concept of decora- 6. Mongoliantangible

and intangible cul-

tion, climate and tra- .
tural heritage

ditional knowledge

Institute of e
Civilization and cul-

5 | Chingis
Khan tural antrophology
Modern culture, in-
University | fluencing factors and
6 | of Culture | cultural heritage of
and Art tradition and innova-

tion

Table Il by the content is shown when comparing the
academic content of different or the same side with some
of the topuniversities Mongolian culture rather than sci-
ence content of academic studies or ethnic studies like
this are beyond the content of the lessons that we tell
the world and a too-grade localized and isolated.



Table I

DIFFERENCES AND SIMILARTIES IN SUBJECT MATTER

No | Universities

Differences

Similarities

Cultural history,
the famous con-
cept of cultural

1 | NUM .
agents are writ-
ten and commu-
nication skills
Explore the im-
. . ortance of the
University P
. concept of cul-
2 | of Humani- . .
lies ture in the social
and cultural de-
velopment Basic understanding of
Provide compre- | the culture and the pro-
3 MUST hensive knowl- | vision of culture and na-
edge of the cul- ture, structure , material ,
ture and intellectual cultural
Nomadic cul- commonalities and u-
University | ture, civilization = ™I"° situation,, develop-
4 | of Law en- | and Mongolian enpaen
forcement image and hold

national trends

. Independent
Institute of .
. study of scientif-
5 | Chingis ccall oncent
Khan cally  concep
of culture
. . Humanities edu-
University . .
cation to cultivate
6 | of Culture the human ber
and Art p

sonality

Table IV Continued

No | Universities Differences Similarities
To study the
Institute of = presentations 1. Possession cultural
5 | Chingis and in litigation = functions of Public Rela-
Khan with  knowledge | tions
of the culture 2. To express own
freely position
3. H devel t
University | The cultural con- _man - cevelopmen
. consists of Culture and
6 | of Culture | cept of ethnic na- H . .
A ow to join and build
and Art tionalities

Similarities to provide academic skills;

(Dworking with people ;

(@Human Relations;

(3society to behave properly;

(@ Differencies of academic skills;

(® University of Culture and Art-to understand and
learn the basic steps of the world for the many
country's cultural development;

(© University of Law Enforcement-Mongolian culture
and recognize the historical conditions developed
and be proud of him.

But Table V is Introduction to Cultural Studies aca-
demic programs indicate Mongolian universities that
summarizes the US University of Georgia State Universi-
tys academic program of Introduction to Cultural Stud-

ies. Such comparison, the difference came in many other

Table [V shows that compared different and similar
aspects of student awareness shown is the national cul-
ture, cultural theory and social relations and cultural
awareness in addition to aesthetics, ethics, religion ec-
lectic mix science and ethnography science. Because
professional and non-professional lecturers teaching
their point of view.

Table [V
SIMILARTIES OF KNOWLEDGE FOR STUDENTS
No | Universities Differences Similarities
General theory of
1 | NUM knowledge and
cultural history
University | Aesthetics, eth-
2 | of Humani- | ics and the legal 1. Possession cultural

ties sense, orientation | g1 vtions of Public Rela-

things, how to solve this difference? To see that re-
spondents in the opinion questions the article.

Table V
COMPARISON Or CURRICULUM" INTRODUCTION To CULTURAL STUDIES"

Mongolian Univer-

sities Georgia State University

Lecture [: The con-
cept of cultural un-
derstanding , develop-
ment and  signifi-
cance

Lecture [ :Introduction

Lecture II : The Politics of Culturel.
(Barbie Nation Film)

Lecture I : Cultural
atti-
cultural

consideration

tudes and
model , cultural func-
tions and universal
culture

cultural anthropology

Lecture Il : Culture and Power Graeme
Tuner, British Cultural Studies:An In-

and troduction ; Chapter 1 Karl Marx

3  MUST

Human nature,,
society, technolo-
gy, religion, and
identity practices
havea communi-
cator

University
4 | of Law en-
forcement

Access to a na-
tional concept of
racial justice any
issue and submit
order

tions

2. To express
freely position

3. Human development
consists of Culture and
How to join and build

own

Lecture Il : Primitive
culture and ancient

religion forms

Lecture [V ;: Hegemony and Resistance
Antonio Gramsci," Hegemony, Intel-
lectuals and the State", and Stuart
Hall," Encoding/Decoding"

Lecture V :Cynicism and Utopia Fre-
dric Jameson," Reification and Utopia
in Mass Culture" and Thomas Frank,
" New Consensus for Old"
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Table V  Continued

Mongolian Universi-
ties

Georgia State University

Lecture IV: Medieval
culture Meso America

Lecture VI:Audience and Gender

Janice Radway,Reading the Romance

Lecture VII: Postfeminisms
Susan Douglas,The Rise of Enlighted

Sexism

Lecture V: XVII cen-
tury Western Europe-
an sociopolitical and
religious life, new i-
deas

Lecture VI[: Communicative Capitalism
Jodi Dean,Democracy and Other Neolib-
eral Fantasies

Lecture [X :Fantasy
Stephen Duncombe , Dream ; Reimagining
Progressive Politics in an Age of Fantasy

Lecture X ;Play

Jane Mc Gonigal ,Reality Is Broken : Why
Games Make Us Better and How They
Can Change the World

Lecture VI:

Byzantine culture

Lecture XI:Science
Bruno Latour,On the Modern Cult of the
Factish Gods

Lecture VII:The XXth

century  theoretical
disputes arising a-
mong the Western

European culture and
cultural crisis

Lecture X[[;Myth

Janice Hocker Rushing & Thomas S.
Frentz, Projecting the Shadow: The Cy-
borg Hero in American Film

Lecture XIII : Mysticism
Jeffrey Kripal ,Mutants and Mystics: Sci-

ence Fiction, Superhero Comics and

the Paranormal

Lecture VII: XX cen-
tury Mongolian cul-
ture

Lecture XV :Research report

Lecture [X: Human
and social problems
of cultural relations

Lecture XV :Research report

Although Mongolian universitieslecturers teach each
with their own different curriculum,they are talking about
how to submit a standard curriculum taught science cour-
ses,aligned to different content is to change the academic
program teams. Some lecturers teach specify the form of
classes,such as historical and cultural philosophy and eth-
nography. 9 topics shown in the table above can represent
all the universities in Mongolia. Table 5 only apply to uni-
versities in the 15 topics of the University of Georgia on
the other side would like to emphasize that Canada,end
duplication of some US and British universities. But the
difference between" Introduction of cultural studies" course
topics. University as the main patron students must be
taught by a good teacher quality class should be no differ-
ence exercise topics and books. The university that offers a
course to students and other teachers, different and inter-
esting programs either because they are taught,and same
topics,and lecturers are compete each other. But this does
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not mean to teach anything to anyone to teach within the
already published and researched the topic.

Main problem is inconsistent with grade teaching aca-
demic content of the Mongolian state university by Western
universities. Why should comply with it? Almost as popu-
lar science concept should serve the mind of the world's u-
niversities , research institutions and science. One of the
science should be our main concepts specified class uni-
versities of the world agree. If the core content,our con-
cepts is dangerous little to establish the extent of the in-
consistency , social and humanities as opposed to matter
each other. Specific social and humanitarian sciences that
are able to discover the common law has served frequently
as science for centuries, probably like. So this feature to
be carefully pondered,the world will not delay feet walk-
ing together fun social theory,will be misleading. In par-
ticular, researchers studying a mission, like the collapse
of Mongolian socialist system following social and human-
itarian sciences theoretical yield,new gates, current con-
ditions and culture in search of development consistent
with the world-class science of mind,and they will need
to focus on that face us.

This perspective took considers students enrolled in
the Western Cultural Studies founders as Richard Hog-
gart, creation of Raymond Williams, Stuart Hall has
graduated from school, not a treatise. Some may be that
our teachers are half-baked knowledge based on studies
of their cultural studies. A simple example, when some-
one Mongolian culture are both studying in a university
research career a student was moved to the school career
as a foreign recognized a few of the lessons of a student,
considered a credit. And what exactly does the opposite
when we were walking a student at the University of Eu-
rope,to learn this profession? So if we Curriculum of
cultural studies to introduce the combination of more ef-
ficient with every new legal adoption of emerging re-
search topics in the industry,in addition to side change
compared with Western cultural studies and their stars
scientific and methodological and theoretical approach.

IV. CONCLUSIONS

Mongolian national universities with the same theory
by already loggedculturology of concern, which is re-
vised curriculum of cultural studies? Because we al-
ready have mentioned, L. White's culturology studies of
XIX century social evolutionary tendency of the theory
itself from its strong critical , since published many re-
search articles about the lack of any errors of modern
social and humanitarian studies so that is already insig-
nificant. Soviet countries has also improved the discre-
tion side replaced by soviet-style culturology-western
cultural studies and compensate for your shortcomings.
We have reason that these standards do improve their
research approaches and theoretical methods to follow.

Once we have developed," Introduction to Cultural
Studies" program for Mongolian universities of liberal
arts education system log. In addition, books translated
textbooks and compromise Mongolian soil and knowl-



edge that students give our students even go landing
elsewhere. Refer to Table VI of the revision, the pro-
posed program.

Table VI
ProposaLs To CHANGE THE AcApemic OF "INTRODUCTION To
CULTURAL STUDIE"

. Lecture | Seminar
Week Topic hour hour
The objective of the cultural
| studies, research object, re- 5 5
search methods and approa-
ches.
) The concept of culture , cultural ’ )

characteristics and importance.

Theories about the origin of cul-
3 ture and cultural roles and func- | 2 2
tions. Cultural anthropology.

Ancient Western and Oriental
cultures ; ( Egypt, Messopotami ,
China, India, Meso America,
Grece and Roman culture).

Medieval culture: ( Byzantine,
Slav)

Christian influence in Europe-
an culture.

Renaissance culture
6 Western global cultural new | 2 2
stage (a new flow of ideas)

Cultural crisis and trends in
contemporary cultural theory

The Mongolian cultural policy:

(1921-1940) , (1940-1990 )

8 (Cultural Rights in the Consti- 2 2
tution )
The tangible and intangible
9 . 2 2
cultural heritage
Communication skills and cul-
ture
10 (Independent culture of human | 2 2
relations ) , ( individuals social
cultural roles)
Popular culture and sub-cul-
11 ture , youth culture 2 2
Multiculturalism
Urban Culture ( urbanization
12 and culture shock) 2 2
13 Da.lly hfe. culture ) ’
Leisure time
14 Media, representation and the ’ 5
cyber culture
15 Specific professional culture 2 2
16 Cultural freedom and globaliza- > )

tion

And professionallecturers is the need for efforts to
teach Introduction to Culture Studies are taught the aca-
demic quality and the latest knowledge and information
theory to law-free entry to foreign countries Mongolian
and Mongolian researchers have inhibited the specific
conditions of outer space. Consequently, the situation is
already to create the conditions foundations of Cultural
Studies science discipline or order, established research
sector has scientific fields likely, but not certain order
and chaos,who teaches an amateur field. Any sane stone
three pillars necessary for an independent science sector
priorities of the scientific theory of history, objects, pro-
fessional experts to find among its sciences building.
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Abstract— Software Defined Network (SDN ) is a kind of
novel style network different from legacy OSI structure
which makes the transmission and control logic decoupled,
namely, control plane as well as data plane. With the devel-
opment of SDN, variety of network function virtualization
(NFV) appears,and in the same time brings an opportunity
to survivability enhancement to study. In this paper,a tech-
nology of autonomic growth for survivability is proposed,
and meanwhile the feasibility of self-configuration for cogni-
tive network under SDN is discussed.
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I . INTRODUCITION

In recent years, Internet has become the current ge-
neric real-time computer network. With the popularity of
computer network , various types of mission-critical sys-
tem are gradually becoming more and more networked in
order to achieve remote operation and enlarge applica-
tion scale. However, there exists a considerable risk in
the mission-critical system due to the openness and
complexity of the network, the design defect of hardware
and software systems and the inevitability of human er-
rors and other factors. These systems, once destroyed,
are sure to cause failure,and it will have a huge impact
on the national economy and people's lives.

It is hoped that the software system,even if encounte-
ring an accident,an attack or a system failure, can con-
tinuously and stably provide critical services, for it is the
only way to improve the survivability of the system. To
meet the requirements of the growth of system surviva-
bility , the system needs to implement dynamic allocation
in the structure , behavior , properties and other aspects of
self-sensing module according to the perception of the
external environment and the results of the feedback e-
vent handler during the operation, and autonomic regu-
lation. As the new network architecture, SDN ( Software
Defined Networking) not only separates the controlling
and forwarding, but also achieves a programmable cen-
tralized control. The core idea is to separate the control
plane of network and the forwarding plane of data. That
is to say, control power can be separated from network
devices. By doing so, some related software platforms
centralized in the controller layer can be utilized to
flexibly distribute network resources according to the
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needs by using the underlying hardware which is pro-
grammable. Besides, it can also turn resources into an IT
service ,which is able to be provided to customers by au-
tomated processes and software. So far, it has become
the most popular research directions in the field of net-
work in the world.

II. SortwARE DEFINED NETWORK

SDN was originated from the" Clean Slate" subject in-
Stanford University (one top American university ). The
subject was funded by the US project—GENI, aiming to
improve the existing traditional network architecture. As
soon as this new network architecture appeared, aca-
demic and business communities showed their enthusi-
asms. There is no doubt that SDN is one of the hottest
technologies currently, for it has broad prospects and
great research value. Besides, as a new implementation
of network architecture, it has brought new vitality and
challenges to traditional network.

A. The Definitions of SDN

Currently,,SDN is divided into about two kinds. [ 1]
Generalized SDN; referring to those open interfaces of
application resource, and network architecture which
can be implemented in software programming control.
[2] Narrow SDN; referring to those that meet the re-
quirements of ONF( Open Networking Foundation) , and
software-defined network which is standards-based
OpenFlow protocol.

The basic idea of SDN is the traditional network ar-
chitecture and network control network , forwarding tight-
ly coupled relationship decoupling. As a result, they
build the open, programmable network architecture. In
simple terms,SDN can be separated from the control of
the traditional network equipment out, and then passes
control to the centralized controller management , without
relying on the underlying network equipment ( switches,
routers , firewalls, etc. ). It not only shielded from the
bottom differences in a variety of network devices, and
because of foreign control is completely open, so users
can follow their own ideas and needs to define any net-
work routing and transport policy rule you want to a-
chieve, making the system more flexible and able to
meet the intelligent user it needs.



B. The Profile of SDN

SDN is a kind of separation of data and control of
software programming to achievethe new network archi-
tecture. Shown in Fig. 1, SDN is divided into three
planes and two interfaces.

APPLICATION LAYER

Business Applications }*

lAPI lAPI lAPI

CONTROL LAYER

Network
Services

\°OpenFlow

INFRASTRU
LAYER

Fig. 1

The architecture of SDN

Infrastructure Layer:which includes some network el-
ements, each network element can provide network traf-
fic. Wherein the network device can be either a hard-
ware switch ,the virtual switch may also be,e. g. ,0VS,
of course, can be other physical devices, such as rout-
ers, firewalls and so on. All forwarding entries are stored
in the network device. The user data packets are pro-
cessed in this layer,forwarding.

Southbound interface ; infrastructure located between
plane and control plane, responsible for data exchange
and interoperability SDN controller and network ele-
ments. OpenFlow is the most famous work in the south
to the protocol interface.

Control Layerthis layer comprises a controller and a
network operating system in two parts,of which the most
important is the SDN controller. SDN network controller
is the central component of the control network traffic.
As an important task it is responsible for processing the
data plane resources , maintaining global view of the net-
work and network devices in the network information
collection. They form the strategies according to the de-
mand generation strategy,send a stream under the poli-
cy table and then control the behavior of the net-
work'"'. A SDN network controller may have one or
more , between multiple controllers can be master-slave
relationship , it can be a peer relationship. One controller
can control multiple devices. Of course, a piece of e-
quipment can also be controlled under multiple control-
lers. Under normal circumstances, the controller is run-
ning on a separate server.

NBI : located between the control plane and applica-
tion plane,the upper application gets the underlying in-
terfaces to network resources through the north, and by

NBI to send data to the underlying network. The simp-
lest ,most traditional NBI is CLI,SNMP; the most popu-
lar NBI is REST API interface.

Application Layer:includes a variety of applications,
open programming interfaces and network view provided
by the control layer, allowing user-defined network con-
trol and network services logically by software. Applica-
tion layer is to provide users with services, including
load balancing, security, network performance monito-
ring, including congestion, delay and other network per-
formance testing and management, topology discovery,
and many other services. These services will eventually
software applications presented in a way out, and they
may be located on the same server with controller, it can
also run on other servers to communicate between them
with the controller via the communication protocol.

The basic characteristics of SDN include : standardiza-
tion for centralized control and forwarding control after
the separation,open standardized interfaces between the
control planes and forwarding plane supports flexible
software programming. Centralized network controller in
a centralized manner in the various devices on the net-
work control and management,always monitor the status
of the entire network , making it possible to reduce the
consumption of resources and the exchange of informa-
tion transmission, and can be optimized for global con-
trol. Flexible software programmability, making automa-
ted management and control capacity of the network has
been improved , can effectively solve the current scale of
resources faced by network system expansion is limited ,
network flexibility is poor, it is difficult to quickly meet
the demand for services and other issues.

C. Related Technologies

The core of SDN technology is OpenFlow. OpenkFlow
was first put forward by Professor Nick McKeown and
other researchers at Stanford University. It was initially
unable to overcome the innovation on Internet, the real
network is simple, easy to achieve and produce, which
SDN has a common goal, and thus it has been widely at-
tention. OpenFlow is a network device specification by
itself, this specification includes the network infrastruc-
ture layer forwarding device OpenFlow switch the func-
tional requirements and the basic components, and it is
responsible for the switch controller or remote control to
a network in OpenFlow. OpenFlow controller cluster
OpenFlow agreement. OpenFlow agreement refers to the
switch controller and the communication between Open-
Flow followed protocol. In OpenFlow network , the main
task of a switch is to receive various instructions deliv-
ered by the controller, and then following the instruc-
tions to switch the incoming data stream which is pro-
cessed and forwarded. Therefore , OpenFlow switch func-
tion can be divided into two parts,one is the data plane
which is responsible for transmitting and dealing with
the data stream,the other part of the control plane is re-
sponsible for communication, the reception controller
send control messages to the controller,as convection ta-
ble to be processed, etc. , but also its status will switch
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to upload information to the controller. Openklow con-
troller is responsible for maintenance and monitoring of
the entire network information, such as network topolo-
gy, network resources, so as to analyze the processing
and forwarding for a variety of data streams, and then
send to the switch, according to analysis by the switch
out of the policy processing and forwarding data stream.

. SURVIVABILITY ENHANCEMENTS

Survivability enhancement provides the important re-
search content as survivability, and it aims at surviving
ability about changing system for exploration and re-
search technology. Throughout the history of the devel-
opment about computer security technology, the first-
generation security technology mainly studies the meth-
od to prevent the main attack,such as firewalls, encryp-
tion technology. The second-generation security technol-
ogy mainly studies how to successfully find technical in-
trusions, such as various intrusion detection technolo-
gies. With the expanding scope of the application of
computer,all kinds of application system came into be-
ing,at the same time, the outside world for the attacks
and intelligence systems are also increasingly diverse,
which leads to the first-generation and second-genera-
tion security technology want to shut out the intruder se-
curity technology completely is no longer feasible,so the
third-generation security technology appeared , it realized
if computers want to avoid attacks ,the invasion and fail-
ure is not completely possible,so professors do not pur-
sue the absolute security system, they put focus on re-
search how to ensure the completion of the core mandate
of the system to minimize intrusion and malicious at-
tacks on the system of negative damage. Survivability
enhancement technology is generally taken as the third-
generation security technology of security systems.

At present the most common enhancement technology
is supported by diversity redundancy, threshold mode
and isolation repair technology. And diversity redundan-
cy includes redundancy resources ,the redundancy meth-
od, temporal redundancy and redundancy. But the cost
of redundancy is often too high,so the redundancy tech-
nology has not been widely used. Threshold mode has
been widely recognized certification system survivabili-
ty ,enhancing storage system design, but the viability of
the system is affected because asynchronous environ-
ments share secrets. Although the cost of isolation and
remediation pay few,it cannot tolerate large-scale physi-
cal failures and natural disasters, which undoubtedly
will affect the survival of the system enhancing. Depen-
ding on the different applications, a number of security
technologies can also be suitably applied to enhance
survivability studies, such as encryption, digital signa-
tures , authentication and other traditional security tech-
nologies.
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IV. SELF-CONFIGUTATION TECHNOLOGIES
FOR SUR ENHANNCEMENT

To meet the system requirements for enhanced surviv-
ability paper borrowed from the ideological configura-
tion , the system has the ability to self-configuration , and
the system can ensure that in the absence of human in-
tervention in case of intervention or less under good
run. On the basis of a comprehensive study on the SDN
and survivability enhancement technology , it is proposed
based SDN survivability enhancement self-configuration
technology , and there are two key research directions:
network resource virtualization and system self-configu-
ration technology.

A. SDN/NFV

To meet the system requirements for enhanced surviv-
ability paper borrowed from the ideological configura-
tion, the system has the ability to self-configuration
which can ensure that in the absence of human interven-
tion in case of intervention or less under good run. On
the basis of a comprehensive study on the SDN and sur-
vivability enhancement technology, it is proposed based
SDN survivability enhancement self-configuration tech-
nology. There are the two key research directions; net-
work resource virtualization and system self-configura-
tion technology.

Network virtualization technology is similar to storage
virtualization and server virtualization , for the underlying
physical network resources abstracted into a resource
pool to allow multiple virtual networks to dynamically
access network resources, control network devices, net-
work traffic management so that they can be used trans-
parently between multiple virtual networks ">'. In the
SDN architecture , state of the switch, link information
and network topology information can be obtained
through a centralized controller,which is well supported
virtualization technology in the development of abstract
network resources network. Network virtualization tech-
nology can shield the underlying physical devices heter-
ogeneous differences,so that a plurality of logical isola-
ted virtual network can coexist on the same physical
network , each virtual network can use your own protocol
architecture ,and not each other influence, and capable
of rational allocation of the entire network node and link
resources based on dynamically changing user needs,
support a variety of network architectures, network pro-
tocols , network systems to run simultaneously, effectively
improve the utilization of resources.

Virtualization of network resources is done through a
corresponding virtualization technology. The first valid
network resource should be virtualized , so that resources
can be reasonably allocated. The critical core issue of
Virtual network mapping is to set up a reasonable corre-
spondence between the underlying physical topology
node resources and physical paths and virtual network
virtual nodes and virtual link.



Traditional network virtualization solutions are on the
physical network by adding multiple virtual nodes and
virtual links to either build an entire virtual network to-
pology ,under this scheme ,network management need to
manage each network node,which makes network man-
agement has become extremely complex. If the entire
network as a router can reduce this complexity, this vir-
tual network service providers will no longer need to
manage the entire network will be able to deploy the
services it provides, but also to make the physical net-
work platform provides a more user-friendly use. SDN
virtualization technology is mainly used to obtain infor-
mation and the state of the entire network through acen-
tralized controller,and then use this information to net-
work resources abstracted, and then can abstract over
resources division and isolation ,and can finally take ad-
vantage of the unique SDN programmatic definition of
the control logic, control logic defined in accordance
with the use of virtual networking resources. SDN-based
network resource virtualization first needed to solve the
network resource virtualization, network virtualization
followed by the distribution of resources and, finally,
monitoring and adjustment of network resources.

Since SDN network equipment hasthe good network
programmability, network management and network
studies the human eye can easily control network de-
vices, deploy new network protocol. SDN network control
plane and data plane are separated, allowing users to
define their own virtual network , define their own rules
and network control strategy, network service providers
to provide users with end-controlled network services,e-
ven in the hardware adding new applications directly on
the device. This programmable network platform not only
to unlock the software and network link between a spe-
cific hardware , but also the intelligent network software
and hardware are fully integrated high speed, making
the network smarter and flexible.

B. Self-Configuration on SDN

Because of the complexity of software systems goes
on,its function is also becoming stronger and stronger.
However, the system is also more complex to software
configuration, and traditional software configuration is
done manually, which is time-consuming and laborious.
Besides , the system's credibility is also not high. By giv-
ing the software the ability to self-configure ,the comput-
er may be enabled to independently allocate the re-
source configuration and components, improving the
credibility of the system,which can solve the traditional
software configuration flaws.

(1) Autonomic Computing and Cognitive Network

With the development of technological advancements,
it not only makes computer network become more open,
but the scope of its application is also increasingly ex-
panding. Gradually penetrated into people's daily life,
people are more and more dependent on software sys-
tems continue to improve, with the number of users in-
creases, customer service and safety needs of the appli-
cation on top of software systems is also raising. Users

want their software used by the system in a timely man-
ner to perceive the software system, the external envi-
ronmental change ,and can be configured to automatical-
ly adjust itself by components and resource allocation,
allows the system to be able to provide normal service,
in any cases necessary,to meet the users high demand
for trusted systems. However, the traditional network ar-
chitecture can only rely on manual configuration of the
system to adjust,and the current software does not take
the initiative and its own operating environment per-
ceived behavioral state,so the traditional network archi-
tecture and cannot meet the high users of the software
trusted demand. In order to meet users' demands for
high-trusted software systems, we need to improve the
current traditional network architecture. The introduction
of self-configuring autonomic computing ideology will
add some attributes to the current self-regulatory system
in the network, which makes the software system can
perceive the system internal and external environment,
and internal systems in real-time dynamic configuration,
and" with technical management technology" smart idea

IBM's autonomic computing thought was first pro-
posed in 2001, and the idea was inspired by the main
body of complex autonomic nervous system. Autonomic
computing refers to the system of the entire network sys-
tem hardware resources dynamically and proactively ad-
justed according to the needs of the dynamic changes
within and outside the system,in order to manage and
improve its own. That is autonomic computing is an e-
merging approach to systems management, implementa-
tion of the system can be realized even in the case of a
small amount without human intervention, " self-configu-
ring"" self-optimization "" self-healing"" self-protec-
tion" ,and ultimately" with technology management" , the
idea.

Cognitive network is a natural extension of autonomic
computing from single or cluster level to the level of the
network , which will be introduced into the network of bi-
ological self-regulatory level. Furthermore , the system is
designed to achieve a high level of brain cognitive inter-
vention.

(2) Status of Researches

Self-configuring is one of the most important attributes
in autonomic computing the main goal of which is to be
able to customize the system to configure the system to
achieve autonomic computing in autonomy, that is to
say,it also requires the system to be able to in the case
of little or no intervention, automatically complete a va-
riety of such repair, optimization, protection and other
activities. For the current study self-configuring auto-
nomic computing has begun to take shape. For example,
literature [ 3 ] proposed a dynamic self-configuration
framework to address Qos traditional network users on
the system cannot be directly applied to Qos such as in-
tegrated services and differentiated services, etc, Next
generation network (NGN ) in this issue, drawing on the
concept of self-configuration, and this framework into
the utility function and interrupt mechanism, which used
to represent the user utility function Qos priority inter-
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rupt mechanism is used to dynamically correct transmit-
ted data packet process priority. As a result of active
self-configuration feature for users, Qos issues falling
under network congestion situation has also been im-
proved accordingly. Literature [4 ] introduces a highly
flexible component architecture, this architecture are
mainly used in automotive control systems, architecture
is a real-time self-configuration, it can be configured to
support distributed dynamic context-aware behavior. The
highly scalable architecture, through the appropriate
parts of the software at the same time embed a plurality
of different dynamic decision points, utilization of dy-
namic decision point rating generated automatically take
the appropriate configuration actions,and can realize the
current software operating status were evaluated.

Nizar Msadek, et al. presents an organic computing
system with a reliable, scalable, fault-tolerant and self-
configuring algorithm[ 5 ], which aims on the one hand
in order to load the service on average a distribution
node as a typical load balancing scheme, on the other
hand , in order to add services with different levels of im-
portance to the node,making it more important services
on a more trusted nodes can be assigned to. Moreover,
the algorithm further comprises a failure handling mech-
anism , making the system even in the case of a fault in
the system can still continue to host service which gives
a perception can dynamically load changes'® ,and dy-
namically customize the system to adjust the configura-
tion parameters of the adaptive middleware configuration
framework that is layered queuing network performance
prediction model based on the guidance of search opti-
mal resource allocation , allows the system to have the a-
bility to self-regulate ,able to adapt to changes in the en-
vironment , in order to meet user Qos. Literature [ 7 ] and
P2P Mobile Agent technology combined while adding
self-configuration feature ,on this basis, the proposes of a
system based on self-configuring architecture policy, the
establishment of a BestPeer P2P system,the system can
be based on policies independent configuration of vari-
ous components , assemblies, and a set of self-configuring
system assessment methods , examples of the evolution of
the system can be configured to analyze the nature of
the system.

(3) Feasibility Study

A self-configuring software system includes five as-
pects : external environmental factors, the managed re-
source , context-aware , self-configuring , and self-configu-
ring policy managers. Among them, the managed re-
source by the passive configuration, self-configuring and
self-configuration manager policy belongs to the configu-
ration of the main activities of the initiator and execu-
tor, environmental awareness is a bridge connection be-
tween them. The main task of environmental perception
is responsible for the underlying environmental informa-
tion forwarded to the upper application, and it provides
configuration motivation. Since the configuration manag-
er to be responsible for collecting environmental infor-
mation for analysis, planning, decision making, self-con-
figuring finalize behavior based on self-configuring poli-
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cies dynamically. Although currently self-configuration
technology has several ways to achieve, all relevant
fields are relative to them. The traditional self-configu-
ring software technology has been unable to adapt to the
current complex computing environments.

SDN will be removed from the control of network de-
vices out,and can be centrally controlled by a user-de-
fined program,not only can mask differences in the un-
derlying physical device,and the controller according to
the underlying network device status of resources in a
timely manner and configuration management, and allo-
cation of resources with the concept of system adminis-
trators will.

Based on the above discussion, SDN platform based
network self-configuration is entirely feasible.

V . CONCLUSIONS

With the current rapidly development of network
technology and the continuous expansion of the net-
work , the computer network has been widely used in
many areas of government, military, education , scientific
research ,commerce , etc. ,which the security of all kinds
of application systems also face a very big risk, the tra-
ditional network architecture can not meet the current
security needs and survivability requirements of the sys-
tem. SDN appears just to meet the needs of users to a-
dapt to the current development of computer networks,
SDN simplify current network devices to optimize net-
work structure, making the network more and more
flexibility, speed of response has been great improve.
These advantages SDN-based SDN people's attention
more and more, making the SDN has been rapid de-
velopment, but SDN is still in the early stages of de-
velopment, its development process, there have been
many challenges, so it restricted to a certain extent,
SDN development of. SDN-depth study on the current
development of the computer network will have a pro-
found impact.
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Abstract— A high-resolution and high precision spherical
array beamforming method for sound sources localization
based on virtual sources algorithm is proposed. By means of the
spherical array beam scanning, the focused spatial spectrum of
actual sound sources can be obtained and each scanning point is
assumed to be the virtual sound source. The actual sources fo-
cused spectrum is the result of focused beam output by the en-
tire virtual sources,and then high precision sound source locali-
zation can be realized by calculating the contribution of each
virtual source to the sound field. Compared with the conven-
tional methods,the performance of the proposed method under
some influence factors,such as frequency ,array aperture,sound
field mode orders are analyzed. The simulation results show that
this method is not limited by frequency and aperture of array,
effectively reducing the spatial aliasing. The focused spatial
spectrum indicates the higher resolution sound sources location
and the stronger ability to suppress the fluctuation of the back-
ground noise.

Keywords—  Spherical array beamforming, high resolution,
sound source localization , virtual sound source

I . INTRODUCITION

Focused beamforming array signal processing technique
is widely applied to the radiation noise detection and posi-
tioning of the aircrafts, automobiles and ships due to its
good tolerance and simplicity. However, regular array is
tended to achieve the blind scanning area. The spherical
array can be widely used for sound field analysis and
sound sources localization in three dimensions space for its
symmetry and rotation.

The spherical array beamforming was first presented
by Meyer and Elko[ 1] to [3],and the sound field is
decomposed into spherical harmonic function including
the scattering sound field. And then, the sound sources
can be located by using the orthogonality of the spheri-
cal harmonic function in three-dimensional space. Li, et
al studied the design and optimization of array distribu-
tions based on the genetic algorithm[4 ], [5 ], which
make the reduction of the side lobe in focussing spec-
trum. the undistorted steady focussing spectrum can be
obtained through quadratic constraint on the weighted
coefficient by using the least mean square algorithm
(LMS). However , the amount of calculation is increased
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for the iterative optimization algorithm, and its perform-
ance is influenced by the number of array element, array
aperture ,sound field decomposition mode order,and the
source frequency,resulting in the serious confusion,low
resolution and unachievable accurate positioning for
multiple sound sources[6].

A high-resolution and high precision spherical array
beamforming method for sound sources localization based
on virtual sources algorithm is proposed,which utilize the
theory of conventional spherical beamforming and the
structure and sound properties of rigid spherical array. The
performance of array aperture ,sound frequency and sound
field modal order is analyzed. Results of simulation show
that the method proposed can effectively suppress the con-
fusing and obtain higher resolution, positioning accuracy
and noise suppression capability. The positioning perform-
ance is not affected by the frequency and the influence of
array aperture,which can be applied to detect the under-
water low-frequency noise sources.

Il . VIRTUAL SOURCES AOHERICAL ARRAY
FOCUSED BEAMFORMING

In the direction(,¢) ,the weight coefficient can be
represented as

W = [wl Sy,

In [4],w,(0,¢)is derived as following

w(8,9) = S ——— S ¥ (6,0)V" (6,.0))
(2)

n=0 2inbn(ka)m:—n
After completescanning, the output of spherical Fou-
rier transform focused beamforming ( SFTFB ) can be
written as

(1)

wl'“’wL}T

Foprpy = w'p (3)

The maximum value from the focussing spectral means
the direction of the sound source. The SFTFB algorithm
has the advantages of easier implement and simple calcu-
lation process,but has the drawbacks such as low spatial
resolution, bigger sidelobe, false source in multiple sound
source localization and sensitivity to environment. In order
to overcome these problems,one need to utilize the correc-
tion factor and optimize the microphones layout[4 ] ,which
increase the complexity of calculation. In view of this,



Rafaely and Li,et al applied distortionless constraints and
robustness constraints to the conventional spherical beam-
forming[ 3], 8], transforming the SFTFB problem into a
quadratic constraint spherical focused beamfomring ( QCS-
FB) optimization problem.

Minimum
w'Pw (4)
Distortionless constraints
W'V(0,) = (5)
Robust constraint conditions
Wl (6)

The virtual sources method assumes that the sound
sources exist in the scanning direction except the real

T.
sound source. The vectorX = [ x,,x,, x>+ ,x, | is set

to the sound source vector in the scanning plane, where
x; 1s the amplitude of the ith virtual sound source,r; is
the distance to the array for each scan point, 0, is pitch-
ing angle, @, is azimuth angle. The received sound field

of Ith microphone can be wrltten as

pi(ka,0,,¢,) = Z 247” b,(ka)

z Y:L* (0i7¢i>Yvnn(0l7qDl)

m=-n I
= inBzz (7)
=1

Z47Tl”b (ka) Z ' (0,,0,)Y"

m=-n

(el’gpl)
(8)

So we have focusing output in the scanning direction

(6,p) from(3)and(4)
F<07QD) = w“l(eﬂo)pl +w2(05€0)p2 +

= in(Bn”H(@’QD) + Bow,(0,¢) + -+ +

i=1
Byw, (8,¢)) (9)
Because of the virtual sound sources is no contribu-
tion to the sound field, the scanning results should be
the same as the SFTFB result. The output at each scan
point is equal to the sum of all virtual sources beam-
forming. The output matrix can be written as
Fops = DX (10)
where M is the number of scanning points,and D is re-
presented as

B, w, (91 ,Qol) B22w2(01 ’¢1)"'
D= Bllwl(ezyﬁpz) Bzzw2(92,§02)"'
M

B, (OM a¢’M> B22w2(0M a¢’M>

T+ WL<0,§0)PL

BML(UL(el ’€01)
BMLwL(02 ’§02)

By o, ( Oy s@u )

(11)

So the amplitude of each virtual source is
X = D_IFSFTFB (12)
The realsound source can be located by the scanning
point which has the largest amplitude. This method is
named virtual source spherical array focused beamfoming
method ( VSSFB). The basic idea of this method is that the
actual beamformer result is the contribution of all the vir-
tual sound sources,and the amplitude of the sound sources

shows the contribution of the virtual point source to the
sound field, which determines the position of the sound
source. The method proposed not only has advantages of a-
voiding the complex process in solving the optimal weigh-
ting,simplifying the operation,but also improving the pre-
cision of positioning and eliminating the confusion due to
the sidelobe interference and low resolution at low frequen-
cy through the conventional beamforming.

Il. THE SIMULATION ANALYSIS OF VSSFB

The virtual source method of sound source localization
algorithm brings the acoustic inverse problem and the
ill-posed nature of solving process due to the inevitable
measurement error within the sound pressure data, mak-
ing the serious deviation from the true solution. There-
fore, regularization filter technology must be used for
suppression and filtering the smaller singular value. In
the paper, the truncated singular value filtering method
(TSVD) s applied to removing the impacts.

The target sound source localization through the
method is validated with the setup of the spherical mi-
crophone array is described as earlier in this paper. The
sound sources are located on the positions (90°,140°)
and (140°,250°). In order to compare the low-frequen-
cy performance , the dimensionless frequency ka =1, and
the search step is 0.5°,also the SNR =20 dB.

The sound source localization results of three methods
are shown in Fig. 1. At the low frequency, many false
sound sources are appeared by using the SFTFB. The
sidelobe can be eliminated with the implementation of
QCSFB,but the spatial resolution is not high for the lo-
cation accuracy of multiple sound sources. As shown in
Fig. 1(c) ,the resolution can be greatly improved with-
out sidelobe by the method proposed, and the sound
sources are clearly visible, which obtain high resolution
sound sources location results.
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Fig.1 Sound sources localization simulation results

(a)SFTFB; (b) QCSFB; (¢ ) VSSFB

In order to compare the performance of three algo-
rithms , the localization error curves ,maximum sidelobe lev-
el and main beamwidth are given respectively in Fig. 2.

80
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—e— QCSFB
—a— VSSFB
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MSL(dB)
8
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(c)
Fig.2  The performance of three methods with ka
(a) Loacation error; (b) Main beamwidth ;
('¢) Maximum sidelobe level

As shown in Fig. 2, the localization performance has
been demonstrated by the three methods with different
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dimensionless parameters ka. Though the SFTFB in
ka <1.5,the MSL is almost the same with main lobe
level ,resulting in the presence of large amounts of false
peak and incorrect results, just as shown in Fig. 1 (a).
After quadratic constrained optimization, the MSL is
greatly reduced,but the main lobe width is too wider to
achieve high spatial resolution and multiple sound
sources location,just as shown in Fig. 1 (b). However,
the sound source localization error by the proposed
method is not affected by the parameter ka, achieving
significantly higher accuracy of sound source localization
than other two methods. The multiple sound sources can
be distinguished by high enough resolution and low
sidelobe level. This method proposed can be used for
high precision beamforming at full frequency, just as
shown in Fig. 1(c).

Fig. 3 shows the influence of modal order to localiza-
tion performance. Because of the three methods all have
good performance in ka =3.4,which is shown in simu-
lation results in the previous, we choose ka =3. 6, and
64 microphones as simulate parameter. When N > 6 ,the
error and MSL are increased obviously by SFTFB, and
the sidelobe interference will appear because the modal
order is limited by the number of microphones,which is
given in literature [7 ] L= (N +1)°. When N <6, the
performance of QCSFB is improved with the increasing
of modal order. Its performance is no longer influenced
with V >6,and the localization error is not zero. Howev-
er,the method proposed can have very high spatial reso-
lution and obtain invariable positioning error, which is
constant zero. The main beamwidth with satisfied MSL is
decreased with the increasing of modal order and is con-
sistently lower than other two methods. Therefore, in
practical application,we select the appropriate modal or-
der according to the resolution requirement by the VSS-
FB to achieve high precision sound source localization.

LOcalization error (degree)

5 10
Modar order N

(@)
40 —— SFTFB
—e— QCSFB
ol —+— VSSFB

Main beamwidth(degree)

0 \ .

5 10 15
Modal order N
(b)




5 10
Modal order N
(©

Fig.3 The performance of three methods with modal order
(a)Loacation error; (b)Main beamwidth;
(¢)Maximum sidelobe level

IV. CONCLUSIONS

Utilized thespherical array beamforming for three-di-
mensional multiple sound source location, A high preci-
sion spherical array beamforming method for sound
sources localization based on virtual sources algorithm is
proposed. By means of the spherical array beam scan-
ning, the focused spatial spectrum of actual sound
sources can be obtained and each scanning point is as-
sumed to be the virtual sound source. The actual sources
focused spectrum is the result of focused beam output by
the entire virtual sources,and then high precision sound
source localization can be realized by calculating the
contribution of each virtual source to the sound field.
The simulation results show that the method proposed
can effectively eliminate low resolution, greater lobe
effect and poor performance at low frequency by using
the traditional algorithm. Further, the method has the
advantages of background noise suppression and good
stability.
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In the last years, sensor networks have increasingly
evolved from the field of research in the direction of the
practical use. They are primarily used in the field of
home automation and environmental observations. In or-
der to achieve a high duration of the sensor node, it is
important to minimize power consumption. Many opti-
mization techniques considered with the routing of data
packets and the transmitting and receiving process [ 1].
Another approach is the optimization of the applications
of each sensor node. In traditional sensor networks, da-
ta sets are acquired through the application and trans-
mitted to a data sink, where they may have a lot of un-
needed measured values. Each of these values is atten-
ded with an amount of energy for the acquisition and the
transport. In order to avert this dissipation of energy, a
dynamic application scheduler can be used.

In this paper, we present the resource-based applica-
tion clustering approach ( RACA). RACA could be
used for the application clustering layer of the multidi-
mensional clustering concept [2]. A major challenge is
the independence from the operating system of the sen-
sor nodes and their hardware. A heterogeneous sensor
node environment builds the initial situation for this ap-
proach.

RACA distributes the applications in a wireless sensor
network dynamically while taking the resources of the
individual sensor nodes into account. Modifications on
the network or in the resources of a sensor node could
lead to changes in the participation of the node to the
application. Each sensor node requires a runtime envi-
ronment. In this environment, all resources, states and
properties of the node are composited in a homogeneous
model.

The execution model is parted in two sections. The
first part is the hardware-dependent section. This sec-
tion represents the hardware abstraction layer that con-
tains all the drivers for the sensors and actuators, timers
and the communication modules. This represents the
hardware abstraction layer (HAL). A defined interface
between this HAL and the application layer can be used
for data exchange. The second part is the application
layer.

In RACA we use a set of different three roles for ad-
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ministrative procedures. These roles are the application
node, application master and the coordinator. Except
the coordinator role, a sensor node can hold multiple
roles at the same time if the node controls different ap-
plication or tasks. The first role, the application node,
represents a local executing part of an application. This
means, a local task of an application is running on this
sensor node, for example the reading of a temperature
sensor. These tasks are managed by the application
master. The application master is responsible for one
global application, like the measurement of a tempera-
ture of a room. It manages application task and the exe-
cution of selected nodes. If an application node is inca-
pable to execute the part of the application, for example
in the case of insufficient resources, the application
manager searches and chooses other nodes for the exe-
cution. The last role is the coordinator role. This is a u-
nique role in the wireless network. All events and re-
quests for applications are received by this node. With
this information, the coordinator starts a resource re-
quest to all sensor nodes in the network. Each node that
satisfies the requirements, sends a reply. The coordina-
tor selects the best node and appoint it as the new appli-
cation master for this application. All collected data are
transmitted to the application master. From this time,
the application master is responsible for the task execu-
tion. After the transmission is complete, the coordinator
can observe the new application master node. If there is
a failure, a new application master will be searched by
the coordinator.

RACA was used in some OMNeT ++ simulations. In
the comparison with classical approaches, a better ener-
gy performance could be ascertained. In further works,
a complete scenario will be rebuilt in real hardware. If
these components are similar to the simulated environ-
ment, a comparison with the simulation results will be
possible.
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Abstract— According to 3GPP/LTE standard service con-
trol is one of the key problems in eMBMS service in broad-
band wireless access network. The service control algorithm
has to be performed on Fast, Pyramid and Reverse Fast
broadcasting schemes. In this paper, we have provided per-
formance analysis of mobile IPTV service control algorithm
for 3GPP/LTE. This paper is proposed new algorithm to
providing hybrid mechanism for efficient video-on-demand
service.

Keywords—  Component, Multicast efficient factor, VOD,
segment , resource allocation,broadcasting scheme

I . INTRODUCTION

LTE technology is able to provide wide range cover-
age , high data rates, secured transmission, and mobility
supported at vehicular speeds. It should have high QoS
to transmit audio, video, voice, data services such like
video gaming, mobile IPTV. IPTV is originally toward to
fixed terminals such as set top box. However, it is devel-
oped for fixed and mobile convergence according to the
future approach and requirements for mobility support.
Video on Demand( VoD ) service , which presents the re-
quested video can be watched anytime anyway, will be
major portion rather than following fixed schedule. VoD
service is classified in Unicast and Multicast VoD. VoD
service is based on an unicast transmission so it will not
so impact on the network side when there is enough ca-
pacity and service request rate will be moderately low.
Multicast VoD is based on broadcast, multicast transmis-
sion and system bottleneck will be observed in band-
width, downlink resources of wireless access network
rather than content server. Because of it's possible to
improve server performance by doing HW and SW ex-
tension , Multicast VoD requests like the top 10 ~20 vid-
eos

ETRI of Korea, MUST of Mongolia
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are known to comprise 60% ~ 80% of the total de-
mand. So it's assumed to improve service efficiency of
popular videos. Unlike traditional TV broadcasting, mo-
bile IPTV stream can't be broadcasted in all over the in-
ternet, so we used multi-channel multicast concept for
Multicast VoD within limited number of wireless chan-
nels. So, to increase system capability we have to define
any service control algorithm. Proposed Service Control
Algorithm is performed on following situations.
(DMore numbers of users access at same time when
transmit only one content.
@) Allocate more different types of contents at least
channels.

Il . PERFORMANCE METRICS FOR MOBILE
IPTV SERVICE CONTROL ALGORITHM

At First, we have decided server-side algorithm before
transmission , it's going to.

Step 1: Proceed the number of sessions n, with re-
quired video V, ,include with length L, that meets the re-
quirement for the VoD connection time less than ¢t <

10 s
(1)

Step 2. Segmenting the video V; equally to 2" -1
segments , where n; is available channels.

L,
n; = Logz(j + 1)

Step 3 : Distribute the segments to probability connec-
tions. The segments are allocated continuously S, to S, ,

by normal series 2'"7"

Step 4 : All videos allocated for the multi-session mul-
ticasting since segmentation processing.

Next, we decide server-side Algorithm for transmis-
sion. See Fig . 1.
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server would start multicast streaming for V, with pre- o Kem
pared ni streaming sessions. Y Z A * Puni,
Step 2 . If there has to be some multicast streaming for P («c-m1! _ =1
Blocking c-m K-m

the V,,then the server let the client to know the video's
multicast group address, then the client can join to serv-
er profile by IGMP membership join message and re-
ceive the video sessions on multisession multicasting.

Step 3.1t there isn't more subscriber joined for the
server side, then server stops streaming and remain
ready as prepared state with n; sessions[7].

See Table | .

Table 1
PARAMETERS OF NUMERICAL ANALYSIS
Notation Explanation
C System capacity
K Total number of contents
M Total number of multicasted contents
M Total number of reserved channel for
multicast stream
X Number of connections in the coverage
Li Length of content i
A Request rate of content
i Service rate of stream
puni Average service rate of unicast stream
. Probability that the unicasted
P_unii K .. .
video Vi is being served

Z) % Z (u * P_uni,)
(3)

Developed standard is charging a VoD service system
including a multicast efficiency factor ( MEF) checking
unit to check content request/response for the content
from a client, and a content transmission unit to multi-
cast or unicast for the content over a network depending
on the checked MEF. Here ,the MEF may provide an in-
dicator of efficiency for multicast transmission relative to
unicast transmission of the content[ 8 ].

For example, if an MEF is 1, unicasting and multi-
casting of the same content may have the same efficien-
cy. However, if an MEF is greater than 1, multicast
transmission may be more efficient than unicast trans-
mission. As described above, zzin the hybrid transmis-
sion system, content may be classified into two groups
by two transmission schemes,unicast and multicast, and
the MEF may be calculated according to the request rate
and length of content. Such an MEF may indicate how
much more efficient multicast is over unicast for trans-
mission in terms of channel consumption. If an MEF val-
ue is 1 means that the number of channels required for
unicasting and multicasting the same content [ 8 ].
Therefore ,the content of unicasting may be more desira-
ble when an MEF is less than 1. This MEF calculated

by following equation
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A

= Li
[Logz(S*d + 1)]Mi
Above the MEF is a value implying efficiency for

multicast transmission relative to unicast transmission

(4)

i

with respect to the same content.

Il . PERFORMANCE ANALYSIS OF MOBILE
IpTvV SERVICE CONTROL ALGORITHM

There are some examples of the number of sessions,
which is required for multi-session multicasting is shown
in following Table II.

Table II
APPROACHED CONTENTS
Content | Request (iontcta;:t R‘;‘l““eld Multicast
name (A) eng channe efficiency
l (L) (n;) factor
1 0.008 300 4 40
v 0.01 1600 7 36
Vs 0.03 700 6 2.7
Vs 0.06 1200 6 21

V, has a length of about 300, and thus content V, may

be unicast for about 300. Specifically, since a request
rate of content V, is 0. 008 , an average of unicast con-
nections may be used. However,only four channels may
be used in multi-channel multicasting, and thus multica-
sting may be 4.2 times more efficient than unicasting.

In bellow, first content's background color is green
pink, 1st segment allocate begin of first channel,?2,3
segments allocate bellow channel, further segments allo-
cate by order fast broadcasting rule. Next content's
background color is blue, 1st segment allocate under of
first content, 2,3 segments allocate bellow channel of
own 1st segment, further segments allocate by order fast
broadcasting rule. See Fig. 2.

In step 2, If last channel filled, next allocation step
would continue nst segment of channel number 1. On
the other hand,n,/2 + 1 content's only use 1st segment
of above channel's sequence,see Fig. 3.

In step 3, If last channel is going to change unicast,
then system mode will exchange unicast and multicast,
see Fig. 4.

In step 4, each segments of content is allocated to per
channel, which is presenting good performance for re-
source management of radio systems,see Fig. 5.

In step 5, each segments of content is allocated to per
channel, which is presenting good performance for re-
source management of radio systems,see Fig. 6.

[s1]s2]s3[s4[s5]s6[s7[s8[s9[s10]s11[s12][s13[s14]s15]

[s1]s2]s3]s4[s5[s6[s7]s8]s9[s10[s11]s12]s13[s14]S15]

- 128 -

-

st | s1 st [stPsi]si]si] s1 |si[S|st]si]st]si]st]st]st]s1]si]s1f7.

3|s2s3]s2 s3] s2]s3[s2]sa]s2 |85 ]s2]s3 52 s3] s2 | s3[s2]s3]s2]

55 | s6/['s7 | s4 |55 |56 |57 s4 |55 s6[s7]s4]s5]s6[57]5s4]s5]56]|s7]s4]-
7

59 [sjo[st1]s12[s13]s14]s15] 58 | 59 [st0]s11]s12]s13]s14]s15] 58 ] 9 [sm[sn]sn} .

]‘s1|51]s1\51|51|51|151|s1|s1|51|51|s1|s1|51\s1|s1\-»
/s3|sz[s3[sz]s3\s7f’sz]sﬂs3]sz]sﬂsz|53|sz{s3|sz};

time

1 Upicast Stream
3
4
a
gs
3
g
o
&)
8 [ / / Unicast Stream
7/ 7
9 | / / Unicast Stream
' /
[s1]s2[s3]s4]s5]s6[s7]ss]s9s10[s11]s12][s13]s14]s15]

|s1]s2]s3]s4]s5]s6|s7]s8[s9]s10[s11[s12]s13]s14]515]

Fig.2 Content allocation step 1
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Fig.3 Content allocation step 2
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Fig.5 Content allocation step 4
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Fig.6 Content allocation step 5

In Table Il , we show the comparison of those three
schemes. Our proposed scheme ; Fast Broadcasting make
a better performance than Reverse Fast and Pyramid
[3]. After then,we set up the value for the parameters
number of Fast channels, Pyramid channels, Reverse
Fast channels for observing the performance of the wait-
ing time as the Fig. 7.

Table III
THE PERFORMACE COMPARISON
Aspect of each Maximum Buffer Maxnnum
scheme aitine | requirement client handle
approaching wattng qu1 bandwidth
Fast (2"72/N ) k
broadcasting sd <10 10% Z iy =1
Pyramid sd<10s | (2"2/N)x B
broadcasting |sd <0.1 s 57% Z =N
Reverse Fast (2" /N)x '
broadcasting sd<0.1s 94 % Z =i

Fig. 8 shows a hybrid method for allocate content to
available free channel. First, we decide VoD request, so
MEF value determined for multisession multicasting or
single session unicasting service, then our segmentation
rule has being work.

Our research result is analyzed and illustrated by 2
graphs which have best performance. It shows us advan-
tage of our algorithm ( Fig. 8 and Fig. 9). The MBMS
server can access over 300 serving channels, and there
are over 100 contents, their lengths are average 90 min
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(5,400 s). The request arrival ratio varies from 5/60 to
20/60,and is calculated by Zipf distribution with skew
factor 0. 271.

We create the adaptive resource allocation method to
choose the best resource allocation that minimizes serv-
ice blocking probability. Our graph result depicts the
blocking probability with different request rates, there
may be the number of multicasted contents varies from 1
to 25 that mean the total number of multi-channel multi-
casted contents ( m ) in previous analysis model is
changed 1 to 25. The results of our environment calcu-
lated that served 5 videos with multi-session multicast-
ing and 1 video with unicasting, then we can have the
best performance. This result shows how many contents
delivered by multi-channel multicast serving to achieve
the best performance. In general , the VoD service bloc-
king probability is increased when the total service re-
quest rate is increased. If service request rate is lower
than 3/min, then customers can't recognize the differ-
ence. With request arrival ratio A = 6/min, we applied
our adaptive video allocation method to find the best al-
location that minimizes service blocking probability. The
result depicts the blocking probability with fixed video
length (i. e. ,50 min) where the number of multicasted
video varies from 1 to 10[ 1 ].

We using multi-session multicast takes unless than
unicast so that enables better performance for overall
VoD services in blocking probability point of view,un-
der the same condition.
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END |

Fig.7 Proposed Service control algorithm

Finally, based on the above calculated video alloca-
tion, we show the performance of blocking probability on
the proposed hybrid mechanism compare to unicast
mechanism. Service request rate rises, the proposed hy-
brid transmission scheme shows more robustness.

5 O T T T T T T T
[ Multi-session Multicasting
a0l [ Unicast |

30

20

# of sessions required

0 1 2 3 4 5 6 7

Ordered multicasted videos

Fig.8 Videos allocated for Pyramid broadcasting method
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Fig.9 Videos allocated for Fast broadcasting method

CONCLUSION

In this paper, we present an effective service control
algorithm that may be reduce the blocking probability
and increase overall throughput. Client request is de-
pendent from video on demand service control algo-
rithm. Our proposed algorithm is based on combined
unicast and multichannel multicasting mechanism which
is reduced overall bandwidth consumption of the system
(Fig. 7). The research results of the proposed VoD
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Abstract— 1In this era of natural environment simulation,
atmosphere are considered as an important factor effecting
the other natural environment factors. Here,a method based
on metamodel is used, this kind of method has been proposed
in my related literature, but it has not been implemented in
detail , here the process is proposed to implement the model-
ing atmosphere pressure.

Keywords—  Metamodel-based, modeling process, atmosphere
pressure ,simualtion

I . INTRODUCTION

In Contemporary modeling and simulation society,
there are lots of methods proposed for modeling natural
environment, such as EDM ( Environmental Data Mod-
el) ,TCDM( Terrain Common Data Model ) , MEL ( Mas-
ter Environment Library) ,and so on[ 1] to[6]. These
methods are efficient in some specific domain , but some-
times they are complex or not sufficient when used in
common Natural Environment( NE ) modeling processed.
Due to this,we have ever proposed a simple meta-model
based method some literature[ 7] to[ 10] ,but the detail
implementation of this approach is absent. So it is not so
easy to get a natural environment model. Here, the
process is proposed to implement themetamodel-based
atmosphere pressure.

At first, an idea should be hold that model is an in-
stance of meta-model and meta-model is an abstract of
model. In this paper, a detail process is proposed to
build atmosphere pressure models and meta-models.
There are six sections in this paper. Section [ provides
brief description of meta-modeling common process.
Section Il focuses on the requirement of atmosphere
pressure. Section [V gives the metamodels of atmosphere
pressure. In section V ,the model is built and an exam-
ple is taken.

II. ComMON PROCESS FOR META-MODELING

In this section, the concept of meta-model is presen-
ted ,and a common process is proposed for BE meta-mod-
eling. 0. 63 cm. Please do not re-adjust these margins.

A. BE Meta-model and Meta-modeling

In knowledge engineering,if a concept itself isrepeatedly
used, meta is used as a prefix to the concept. Meta-x
means x of x,so0 meta-model is a model of model[5].

There are two types of meta-model, one is used in
software engineering,and the other is used in the opera-
tional research. Here the first meta-model is studied, it
defines the syntax and semantics in certain domain, it
can be used to describe all systems in the specific do-
main. This type of meta-model can be reused in related
process of modeling and simulation[ 6 ].

B. Common Process for BE Meta-modeling

According to the deep research to the process for BE
model,a common process is proposed for meta-model-
ing,see Fig. 1. The process is composed of 6 steps[ 7 ].

(1) Confirming the simulation requirement

Here we should confirm whether the BE simulation is
needed in complex military simulation systems,if be , the
next step 1s on.

(2) Picking up the BE entities in Requirement

Here three parts of BE entities should be picked up.

(DBE data requirement

(2BE entities which effect the military entities;

(3BE entities which are impacted by the military en-
tities.

(3) Confirming the military entities

Here the military entities are meant to be those which
interact with the BE entities, this step makes the models
simply. These military entities can be divided to five
categories, such as trafficability, sensor, weapon, infra-
structure and personnel , and one entity should not be in-
cluded in different categories.

(4) Analyzing the internal dynamics of BE Entities

Here the BE internal dynamics is analyzed ,and its at-
tributes , behavior and constraint should be confirmed,
then BE internal dynamics model will be built.

(5) Analyzing the effects and impacts of BE factors

Here the two kinds of models should be built sepa-
rately if any one is needed ,and the attributes , behavior,
interaction and constraint should also be confirmed. In
this step the BE effect model and BE impact model are
modeled.

(6) Analyzing the BE model

Here all three kinds of models mentioned above should
be analyzed carefully,and all the classes, attributes, be-
havior, interaction and constraint in them should be ab-
stracted to meta,then the meta-model is built, including
meta-class, meta-attribute, meta-behavior, meta-interac-
tion and meta-constraint , which will be discussed later.

This process shows a common reference steps for
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building BE meta-model, and these steps can be chosen

in specific simulation.

- . . Functinal Categories of BE Simulation Entities
lex Milita lat ” .. . . .

gompleabhil bt g Military Entities ~ —model(attribute,behavior,constraint) BE Meta-model

—interaction(constraint)

Trafficability BE Effect Model

o 1 Meta-class

Mllitary | BE System System | Meta-attribue
Simulation | Simulation <1 | Internal Dynamic Model :> Meta-behavior
Entities | Entities |Analyse Meta-interaction
Meta-constraint|

Personnel BE Impact Model

Fig.1 Common process of BE meta-modeling

IT. CONFIRMING ATMOSPHERE PRESSURE
REQUIREMENT

In this section, the process is proposed to imple-
ment the atmosphere pressure meta-model.

A simple requirement is proposed, just an aircraft to
get the real-time elevation through the pressure sensor on
it. A model should be built to get this relationship be-
tween elevation and atmosphere pressure. According to
the model ,the related elevation can be confirmed. So the
detail requirement can be listed as Table [ to Table V.

Table 1
Facrors Or BE

Factor Identifier Type
Elevation AirElevation double
Atmosphere pressure AirPre double
Table I
FACTOR OF AIRCRAFT
Factor Identifier Type
Atmosphere pressure CraftPre double
Tabel III
Facrors FOR INTERACTION
Factor Identifier Type
Atmosphere pressure AirPre double
Tabe IV
RELATED FACTOR
Factor Identifier Type
Elevation intElevation double
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IV. META-MODELING OF ATMOSPHERE
PRESSURE

In" A meta-model is a model of models" [5] and" A
model is an instance of meta-model" [ 6] imply that a
meta-model is a model of another model.

According to[ 7] to[ 9], the contents of BE meta-
model should include five factors.

A. Meta-class

Meta-class is a prototype to define the variables and
methods of certain BE objects, and it includes following
information , such as names, methods, attributes and e-
vents. To BE, different BE objects and any kinds of in-
teraction should be listed. Here the mmodel _ airPre-
Name ;name is used to present the atmosphere pres-
sure meta-class.

B. Meta-attribute

Meta-attribute presented here focuses on the specific
attributes of BE meta-object, and could be abstracted
from model attributes. Here the mmodel _ airPreAttr:
string  is used to present the atmosphere pressure meta-
attribute.

C. Meta-behavior

Meta-behavior is an abstract of behavior in BE inter-
nal dynamic models. Here the mmodel_ airPreBehav
string is used to present the atmosphere pressure meta-
behavior.

D. Meta-interaction

Meta-interaction is an abstract of interaction between
BE entities and military entities. Here the mmodel _air-
Prelnter;string is used to present the atmosphere pres-
sure meta-interaction.

E. Meta-constraint

Meta-constraint is an abstract of constraint the BE
model should keep to. Currently, the constraint of mod-
els is becoming a popular problem in modeling and sim-



ulation research. When space environment is modeled,

some constraint should be included. Here the mmodel _

airPreCons; string is used to present the atmosphere
pressure meta-behavior.

Here two values are presented such as potential value
and space value.

Potential value means how many times the meta-mod-
els can be instanced. The value subtract one while an
instance is performed,and no more instance can be per-
formed when it is zero.

Space value presents whether the meta-models can be
instanced to the level not the next neighbor," 1" means
it can," 0" means it can not. The space value can only
be"1"or"0".

In this paper,the superscript is used to present space
value ,and the subscript is used to present potential val-
ue. These two values constrain each other, and the in-
stance process should meet the two values.

In order to present this method easily, potential value
and space value are used to present air density meta-
model in NE as shown in Fig. 2. Here an instance_of re-
lationship is used to present the linguistic instance, it
means that the atmosphere pressure meta-model is a lin-
guistic instance of meta-model, and the atmosphere
pressure meta-model is linguistic instance of air meta-
model , this type of instance process doesn't make poten-
tial value changed. Here all the contents of atmosphere
pressure meta-models are listed in the Fig. 2.

<<AirPre meta-model>>

+pro_name:name)
+date_created:date{
+date_modified:date!
+creat_name:name)
+user_name:name}

+mmodel name:name)}
+mmodel_attr:string}
+attr_created:date?
+attr_moditied:date?
+mmodel behave:string)
+behave_created:date!
+behave modifited:date!
+mmodel_inter:string),
+inter _created:date!
+inter_modified:date}
+mmodel_cons:string}
+cons_created:date!
+cons_modified:date!

T <<instance_of>> ‘ T

+mmodel_airName:name,
+mmodel_airAttr:string)
+airAttr_created:date
+airAttr_modified:date!
+mmodel_airBehav:string),
+airBehav_created:date(
+airBehav_modified:date}
+mmodel_airmter:string)
+airlnter created:date! "
+airlnter modified:date!
+mmdel_airCons:string}
+airCons_created:date{

+airCons_modified:date!

+mmodel_airPreName:name)}
+mmodel_airPreAttr:string)
+airPreAttr_created:date!
+airPreAttr modified:date
+mmodel airPreBehav:string}
+airPreBehav_created:date!
+airPreBehav_modified:date{
+mmodel_airPremter:string}
+airPrelnter created:date!
+airPrelnter modified:datef
+mmdel_airPreCons:string}
+airPreCons_created:date!

+airPreCons_modified:date{

<<instance_of>>

+find_class()
+create_attr()
+create_inter()
+create cons()

Fig.2 Meta-models of air pressure in atmosphere pressure

V. MODEING OF ATMOSPHERE PRESSURE

In this section the process is proposed to implement
the atmosphere pressure model and the simulation result
is given.

In order to build the atmosphere pressure model, the
simple relationship show in equation(1)is got from Fig.2.

P = Py(t/19) ™ (1)

Here acceleration of gravityg =9.806,65 m « s ™7,

common air constant R =287. 053 m’> « K™' - s7*. The
other related parameters are shown in Table V.

Table V
INITIAL DATA OF ATMOSPHERE PRESSURE MODEL
Ei;;itrfn Initial Atmosphere Pressure P,/Pa
0~11 101,325
11 ~20 22,632

In this process, the resolution requirement is 1 km,
then the result can be got as shown in Table VI.

If the resolution is small, a different result can be
got. In order to present the simulation result directly,
Fig. 3 is drawn, here the resolution is 0. 1 km. When the
pressure is 4. 986 x 10* Pa, its related elevation is 57 x
0.1 km=5.7 km.

Table VI
SIMULATION RESULT OF ATMOSPHERE PRESSURE
Height/km Pressure/Pa
0 101,325
1 89,876.285,187,271,2
2 79,501. 424,641,667 ,0
3 70,121. 162,236,430 ,0
4 61,660. 444 ,130,465,0
5 54,048. 286,145,761 ,4
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Table VI Continued

Height/km Pressure/Pa
6 47 217. 642,475,895 ,0
7 41,105.275,732,340,5
8 35,651.628 335,825 ,0
9 30,800. 695,260,495 ,4
10 26,499.898 ,139 253 3
11 22,699.960,739,233 ,4
12 19,399. 393,646,323 .9
13 16,579.578,567,877,5
14 14,170. 338,784,134 ,0
15 12,111.791 ,461,904 7
16 10,352. 802,535,044 ,1
17 8,849.706,368,285,17
18 7.565.213,106,910 44
19 6,467.476,153,031,74
20 5.529.296 262 737,94
Y: R
x10*Pa
10
g |
n
4L
2 L
0 30 T00 150 300 X

x0.1 km

Fig.3 Relationship between pressure and elevation

VI. CONCLUSION

The method based on meta-model has been studied
for a long time, and it has been proposed to NE do-
main by our team, but the detail process was not pres-
ented clearly. Here, atmosphere pressure was used to
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give the total modeling process for themetamodel-
based method.

Of course, there are some insufficiencies. The rela-
tionship between the requirement and the natural envi-
ronment is not shown directly, so for the further, we
would like to focus on the knowledge of natural environ-
ment domain. In addition, the related knowledge should

put into the NEMMS[ 10 ] more and more.
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The integration of piezoelectric elements into metal
sheets enables the manufacturing of smart metal compo-
nents. Such components can be used, for example as
smart input device in the automotive industry. The pres-
ented research is embedded into the research on mass
production enabled manufacturing processes for func-
tional integration. In this process, the piezo compound
is extruded and joined with a structured metal surface
and some copper electrodes to obtain a hybrid assembly
compound consisting of two metal sheets with piezo
core. After a polarization step to amplify the resulting
voltage from the piezo core, the metal sheet can be
formed into a shape that is needed. The last part of the
process is the signal processing and classification with
an embedded system and optional communication. Fur-
ther information about the mechanical engineering part
are discussed in [1].

While in on-going mechanical engineering research
the mass production enabled large scale production of
these components is addressed, the problem to create a
mass production enabled embedded processing system
for that use case is nearly untouched. In this paper, a
hardware/software co-design approach is presented that
is used to process the input and in turn predicts the im-
pact position.

Especially in health-monitoring systems the detection
and localization of impacts are important because im-
pacts can easily lead to damages that cannot so easily be
located while maintenance. Therefore, different approa-
ches with embedded piezoelectric sensors were devel-
oped that enable damage detection while in use. To be
able to classify the impact's location without knowing
the concrete structure of the test object, just by training
the system, machine learning techniques are often
used. In this paper, a neural network is evaluated. U-
sing a machine learning approach is useful especially in
the targeted mass production enabled use case because
without a learning approach every change in the produc-
tion process results in different behavior. As a conse-
quence, the localization algorithm have to be tuned ev-
ery time, i.e. by time-consuming simulation. This step
is not necessary when using an adaptive algorithm based
on machine learning techniques.

The aim is to develop a low-cost embedded system for
localization which has very limited calculation re-
sources. To avoid excessive and complex computations
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only time domain features are used. In the following,
the developed system is described.

At first, the voltage from the piezo sensors have to be
pre-processed to match the requirements of the following
processing elements. This is done by using an electronic
circuit based on interconnected operational amplifiers.
The voltage is increased by 0.5 V to shift the voltage
signals to a positive only range of between 0 V and 1 V.
To ensure that the voltage does not exceed or go below
the maximum rating of the embedded processing sys-
tem, it is limited by an upper and lower threshold. The
resulting voltage is then sampled by a high-speed ana-
log-digital converter (ADC) in order to digitalize it. If
this step is done, the values are forwarded to the Piezo
Integration Interface Board which is capable of process-
ing the input. Depending on the needs of the localiza-
tion procedure some features are required as input to the
algorithm. These features have to be extracted from the
voltage history before. With suitable features impacts
can be detected and subsequently be localized.

If an impact occurs the generated voltage will start to
oscillate around its idle level. This results in a changing
of the gradient of the data if the according voltage is i-
magined over time. The higher the frequency or ampli-
tude of the voltage curve the higher the gradient. The
single absolute values of it are then summed to obtain a
value independent measure of the gradient. If this gra-
dient exceeds a moving average threshold an impact is
detected and the location can be estimated.

While the just mentioned procedure is implemented
using an FPGA, the localization is currently implemen-
ted using a desktop PC. To monitor and test different
algorithmic localization approaches a desktop application
was developed that is based on the programming lan-
guage C ++ and uses the Qt framework [2] in combi-
nation with the QCustomPlot library [ 3] to create the
graphical user interface. In a first test, an artificial
neural network was implemented to estimate the impact
location. Based on the Fast Artificial Neural Network li-
brary [4] (libfann) an MLP ( multilayer perceptron )
with backpropagation and one bias neuron per layer was
modeled.

To obtain data to train and test the network, a U-
shaped profile with a length of 500 mm, a height of 105
mm and a thickness of around 1.5 mm was used. Three
electrodes are asymmetrically mounted at the bottom.



The profile was excited at 20 points that are scattered o-
ver its surface and the resulting voltage curves were re-
corded.

The neural network was trained and tested with data
from the time domain only. As input to the net the time
differences between the instants of time are used, that
are the moments when the impact induced mechanical
wave arrives at the electrodes. Based on this the net-
work predicts the position of the impact on the surface
that is represented by two coordinates which are the lon-
gitudinal position and the transversal position along the
surface.

Different network configurations were testing, varying
in the number of hidden neurons, activation function,
learning rate and dimensionality to be predicted. The
best results concerning localization accuracy were a-
chieved with a sigmoid activation function and a learn-
ing rate of 0. 4.

In the initialization phase of the network training
step, all weights are randomly calculated. As a conse-
quence, the results can only be evaluated statistically.
Every configuration was tested 1000 times to achieve a
good representativeness.

From the results could be seen, that three layers are
sufficient to predict the longitudinal position of the im-
pact on the formed profile. With nine hidden neurons
the net performs best, a median position deviation of 22
mm was achieved. In contrast, a transversal position
estimation was not possible due to the symmetrical orde-

ring of the electrodes in transversal perspective. This
problem will be solved in future work, some experi-
ments are pending that concern the optimal placement of
the electrodes. In another on-going investigation the e-
valuation of other machine learning algorithms are car-
ried out.
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Abstract—  The current trend of education is making
knowledge into work creation. It is much more practicable/
suitable to specify the quality changes in higher education as
an innovation reform. Within the innovation of education re-
form , it is necessary to remodel the curriculum according to
the current requirements, to give students the knowledge of
new techniques of 21st century such as creative and system
thoughts and communication skills/ethics and first of all, it is
important to focus on the result of training processes. There-
fore, this paper offers the opportunities to direct students for
developing themselves in whole life on the basis of good for-
mation of character by assessing themselves by 5 potentiali-
ties and planning their further development.

Keywords— Innovation of education reform,5-sided principle

I . INTRODUCTION

In the processes of the globalization and establish-
ment of knowledge-based community, there are different
types of universities such as open,on-line profit, corpo-
rate and world standard. These universities have been
competing for the world market of education by their
training quality , the level of research work, new knowl-
edge and potentialities. Acquiring higher education is
massive in our country. Although this desire/enthusiasm
is appraisable , the training quality and supplying cannot
satisfy the requirements of learners, employers and the

public/society.

The 21st century is a century with different manners
and a lot of values coexist and the social development is
speeding up. Employers and public demand the equal
formation including intelligence , mental strength , healthy
body-build, accountabilities and skills working in a
team. In order to form these natures, the roles and par-
ticipation of educational institutions, universities, colle-
ges and schools are very important.

Education system concentrates more on the improve-
ment of intelligence and its assessment. Thus,the process
from secondary school leavers to higher-educated or pro-
fessional person could not become a mechanism for de-
veloping the equal formation of a person. Employers need
the information about behavior and attitude of a person
except the diploma for choosing a proper employee.

Il . METHODS

The objective of education ensures that to carry on
the issue of person formation equally and to develop the
previous system until now. In the system of Mongolian
education ,the current strategy of education is leading up
to make the knowledge into the work creation for the a-
nalysis of innovation processes. The process of education
innovation is given in Table | .

After 2010

requirements

creation

Table |
THE PROCESS OF EDUCATION INNOVATION
. 1990 - 2010

Correlation Before 1990 Credit was introduced
Formulation of
knowledge
and potentiali- / \ / \
ty relations
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Table I  Continued
. 1990 -2010
Correlation Before 1990 Credit was introduced After 2010
T?ac.h er-knowledge Teacher-knowledge Teacher-knowledge source,
. distributor .
Tendencies server student-knowledge searcher, knowledge co-inventors

Student-knowledge

collector Student-customer based on the usage

Tendencies to
get knowledge

Students were active to
get knowledge

Students were weak to get
knowledge

Students are active, potential, cooperative and they are
application /usage/ determiners and creators

It is free to get knowledge

It is fee-paying to get

Expenses . . Students have to pay for getting knowledge and skills
P and skills knowledge and skills pay fot gethng °
. On the requests of par-
. To choose an occupation . .
Profession . ents, a few of them | To choose according to their own
. due to his/her knowledge . . . .
choice . choose according to their | interests, knowledge,skills and social needs
and skills .
knowledge and skills
.. . - Electronic, on-line and . -
Training Traditional training meth- . . Electronic training methodology
distance training method- . ..
methodology odology which tends to traditional one

ology

Tendencies to
get knowledge

Students were active to
get knowledge

Students were weak to get
knowledge

Students are active, potential, cooperative and they are
application/usage/ determiners and creators

It is free to get knowledge

It is fee-paying to get

Expenses . . dents have for getting knowledge and skills
pense and skills knowledge and skills Students have to pay for getting knowledge and skills
. On the requests of par-
. To choose an occupation . . .
Profession . ents, a few of them | To choose according to their own interests, knowledge,
. due to his/her knowledge . . . .
choice choose according to their | skills and social needs

and skills

knowledge and skills

Within the innovation of education reform, it is impor-
tant to develop the interests and needs for the self as-
sessment, the feeling of advance and lifelong develop-
ment.

We recently carried out a survey of students on the
specific questionnaire and interviewed in a focus group.

. RESULTS

The results demonstrate are the followings.

When they defined their future goals, 70% of the
students defined them in one or two years. This means
that they are short-sighted. So they can't be successful,
cause they don't know where do they get.

After assessing their S5-sided potentialities them-
selves ,when we correlated their marks/grades, the cor-
relation between their communication skills and their
marks was more great.

And we came to the conclusion that this cannot dem-
onstrate the students' 4 years investment.

(DWhen we analysed on the correlation between in-
telligence, basic knowledge of general education and
mental strength of a student, there was a straight correla-
tion.

(@When we carried out the intelligence survey of the
students from 1st to 4th year on same questionnaire, the

survey suggested that their capacity to receive informa-
tion increased ,they noted everyday common news rather
than receiving scandal news, the understanding of scien-
tific terms improved and converting abilities into formula
and graphic display language also increased.

(3 Within the scope of study, we conducted training
on the evaluation of ability to work in groups,the intro-
duction of its significance, the integrated potentialities
considered as social needs and the communication skill
for the first time and every student made the starting as-
sessment.

IV. CONCLUSIONS

It has been seen from the above experiment and sur-
vey that in the process of education innovation, making
knowledge into skillful work creation is very important.
Possessing knowledge and capability is an education
which creates from people's usages and it is a work cre-
ation which can satisfy the consumer management.
Thus, there is a tendency as application-training and re-
search-work creation of current education.
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Abstract—  Constraints in the problem of integration and
flexible scheduling, complex products with no waiting be-
tween processes, which combines program, no-wait con-
straint, formerly a virtual node algorithm set against pro-
posed. For standard flexible procedures, critical path method
is to take the Allies to confirm scheduling command and a-
daptive flexible scheduling strategy is to take handler. For
the flexible procedure , no-waiting constraints use the shortest
processing time to make a schedule. For better flexible sched-
uling program structure, expansion flexibility flexible manu-
facturing and virtual tree trees also been proposed. The ex-
amples show that the algorithm can solve problems in mean-
ingful and easy to implement.

Keywords—  Flexible procedure, no-wait constraint condi-
tions , expanded flexible processing tree

I . INSTROCITION
The integrated flexible scheduling problem( FSP)is to

expand the scheduling optimization problem. In previous
studies , researchers question as a certainty. But in real-
ity , there are two problems: a flexible scheduler means
can be arranged on different devices; and no-wait con-
straint means that one or several groups of programs
need to be done continuously at the same time.

Compared with the traditional job shop scheduling,
the integrated flexible scheduling problem of complex
product with no-wait constraint between procedures is a
NP-hard problem and it is more complicated[ 1],[2].
Because of the procedures have several available pro-
cessing devices. And the equipment constraint is re-
duced, but the search scope of the best equipment is ex-
panded. At the same time, the no-wait constraint be-
tween procedures is under consideration , the difficulty of
solving problem is further increased [3].

So far, the research for FSP is mainly solve FSP of
batch manufacturing[ 4] to[ 7] and FSP of small vol-
ume production for multi-varieties[ 8 ] to[ 10 ]. Howev-
er,these algorithms did not take the constraint relation-
ship between procedures into consideration.

Xie and his groups put forward a series of solutions to
the integrated scheduling problem of complex products
such as subsection idea [ 11 ] and layer priority algo-

rithm [ 12 ]. The scheduling problem of complex prod-
ucts with delay procedures was solved by converting the
delay procedures into virtual procedures. And the inte-
grated flexible scheduling problem of complex products
was solved by using the method of selecting the shortest
processing time [ 13 ], etc.

The literature [ 14 ] simplified the integrated flexible
scheduling problem by choosing the equipment accord-
ing to the shortest processing time ,but the algorithm did
not consider that the flexible scheduling has the charac-
ters of multiple equipment and multiple processing time
with no-wait constraint between procedures. Therefore , it
is necessary to study the integrated flexible scheduling
problem of complex product with no-wait constraint be-
tween procedures.

II. THE MATHEMATICS MODEL OF
FLEXIBLE SCHEDULING

In order to solve complex products processing and as-
sembly , FSP processing equipment and assembly equip-
ment is uniformly defined as a processing device, and
therefore , will not be processed and assembled uniformly
defined process. Mathematical model is then as follows.

The procedures number is n,and the equipment num-
ber is m. Procedure x on equipment y is the predecessor
of procedure i on equipment k. S, is the starting time of
procedure i processed on equipment k,and 8 is the fin-
ishing time. C; is the earliest finishing times of proce-
dure ¢ on its equipment subset. The aim is make the
processing time shortest.

T =Min{max(C,) |,

i=1,2,..,n
S.t: C,=min(E,) (1)
min(S,, ) (2)
Sy —E,=0 (3)
Sik _Eufl)/fao (4)
Sa —Ey =0 (5)

Equation( 1) denotes the earliest finishing time of pro-
cedure i on equipment subset. Equation (2 ) denotes the
procedure is processed as early as possible. Equation
(3) denotes procedure i must start processing after its

. 143 -



sBuIp33201d ABOJoUYI3 | UOREDIUNWIOD PUB UORRULIOJU] UO [00YDS JBWWINS 9T0Z SYL|

predecessor finished processing. Equation (4 ) denotes
procedure ¢ must be processed after procedure i-1 fin-
ished processing. Equation (5 ) denotes procedure a and
b have the no-wait constraints.

In order to simplify the complex FSP products, we
proposed the following definition.

Standard flexible procedure:it does not have no-wait
constraint generally flexible procedures.

Flexible program with no-wait constraint; Flexible
program completion time must be its predecessor start
time ; flexible program start time must be its successor is
complete.

No waiting for a flexible team:an assembly made of a
plurality of consecutive no-wait process constraints.

EFP-tree ( expanded flexible processing tree) : a tree
shows the relationship of the flexible product with No-
Wait procedure.

VFP-tree ( virtual flexible processing tree ) : expanded
flexible processing tree  with  processing time
equipment set.

Real node; the flexible procedure node with no-wait
constraint in the VFP-tree,of which the processing time
can't be changed dynamically.

Forged node:a predecessor real node of the real node
procedure in the VFP-tree, of which the processing time
can't be changed dynamically.

Virtual node ;In VFP tree,its processing time can be
dynamically changed, because the device is busy set of
flexible procedures without a no-wait constraint node.

Set of nodes: node through a real, many fake nodes
and virtual nodes predecessor assembly thereof.

Predecessor procedures; Do not wait predecessor with-
out constraint without waiting for a flexible team.

Il. THE DESIGNING OF FLEXIBLE
SCHEDUING ALGORITHM

There are two procedures in a complex product with
FSP no-wait constraint between programs :it can not wait
for the limiting process which may be carried out in the
same device in different devices and flexible processes
and standard flexible process to be processed.

A. The scheduling priority for procedures in No-Wait
[lexible workgroup

Without waiting for a flexible program,that may affect
the scheduling team formerly known as the relevant pro-
cedures in the program of the Working Group. Such a
program and its related procedures constitute a set of
nodes based on VFP tree functions. This means that the
set of nodes, including real-time nodes,nodes and virtu-
al nodes forgery. There are four cases to be introduced
as follows.

If the node set has more than one virtual node ,deter-
mined by the Allied critical path method ( ACPM )
scheduling order,and adaptive flexible scheduling strat-
egy scheduler virtual program. If the actual node does
not satisfy the constraints, the process will be delayed at
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the start time of the working group without waiting for
the program until the restrictions are satisfied.

If the working group is not the only no-wait, which
means that when there is VFP EFP-trees and tree sever-
al working groups need to determine scheduling com-
mand. According tree traversal process, if the program
has a more realistic path to a node on the presence will
be higher,so the first path,this arrangement can reduce
the requirements in the path occupied by other device,
then the path in the working group can early arrange-
ments.

If the path has the same number of real nodes,sched-
ule the workgroup with less virtual nodes firstly, which
could reduce the effect of workgroup scheduling. It is
because that the workgroups having less relative nodes
will be affected by the relative procedures.

If thevirtual node number is still equal, schedule the
path with long processing time firstly according to the
allied critical path strategy. The procedures on the path
have obviously effect on the total processing time of
product, processing them earlier, and the total process-
ing time will be shorten.

After scheduling all workgroups, the allied critical
pathstrategy and adaptive flexible scheduling strategy
are adopted to schedule the remaining virtual nodes pro-
cedures.

B. Use the allied critical path strategy to determine the
scheduling order of standard flexible procedures

Critical path is the maximum path from the node to
the root node of the processing time of the process. The
flexible scheduling problem, the process may be treated
in different devices,and the processing time may be dif-
ferent. In order to make all programs as short as possible
the total processing time to a minimum processing time
of the device it is most likely to be selected. References
[15] and [ 16] calculated for each program by the
minimum processing time, which means that the initial
processing time virtual node tree VFP confirmed the
critical path,and then the program is determined by the
ACPM virtual scheduling command.

If the path maximum processing time is greater than 1
in the group number of the device can affect the selec-
tion process of the device,in order to narrow the range
of options, the first scheduling device number is pro-
grammed device settings in the minimum processing
time minimum path.

C. Process the standard flexible procedures by using the
adaptive flexible scheduling strategy

In order to make procedures finish earlier,begin pro-
cessing time and end processing time of procedures need
to be considered. The procedure can complete process-
ing earlier if the begin time is earlier and the processing
time is shorter.

If there is equipment in the virtual node equipment
set which has one idle time to make the procedure begin



processing earliest, then it is selected. If there exist sev-
eral selectable equipment, select the proper one by e-
quipment balanced strategy. In this way, the procedure
can be processed at the earliest time and the processing
time is shortest, so the end processing time of the proce-
dure is earliest.

If the earliest start time of the processing procedure of
the device is occupied,the start processing time may be
delayed,so the end of the processing time of the pro-
gram will be late in the process on the device having a
long processing time. In this case, the device settings
and VFP tree longer processing time will be selected,
and put it into the correct virtual node. The search ap-
pliance has a longer processing time,but the end of the
processing time earlier, until at the earliest time possible
program termination Discovery.

If the first end of the processing time of the equip-
ment is not the only choose a short processing time, to
reduce the elapsed time of the device. If the short pro-
cessing time the device is not the only device in accord-
ance with the appropriate balance a strategic choice.

If the program can not set the device from all devices
at the earliest time to begin processing, the program
scheduling optimization strategy for each device set of
completion of the comparison between a predetermined
time. Select the device can make the process at the ear-
liest time the process is terminated , if the proper equip-
ment is not the only choose a short processing time.

Adaptive and flexible scheduling policies take full ad-
vantage ofthese features. There are many practical de-
vices and choose from a variety of time and equipment
is flexible. According to part of this strategy,the device
is sequentially selected by the processing time of the
short length of the program. The final processing time
may be less than earlier end processing time from the
processing equipment in the shortest time on the device.
So the purpose of short complex product flexible schedu-
ling total working time can be achieved.

D. Use the equipment balanced strategy to select

the same equipment

Since there are multiple equipment with the same be-
gin processing time and end processing time , the method
that calculate the total working hours of all scheduled
procedures on each optional equipment separately is a-
dopted. Then the equipment with minimal total working
hours is selected. This strategy takes full account of the
processing load for equipment , make every equipment u-
sing balanced. Thereby the parallel working hours of
whole processing systems can be enhanced.

IV. Schedulingalgorithm
Step 1 Build the EFP-tree and VFP-tree according to

the constraint conditions, and create the corresponding
lists named ListO for EFP-tree and Listo for VFP-tree.
Step 2: Calculate the number of real nodes in each
path of VFP-tree,and create its list which only include
real nodes according to the real node number from more

to less(if there are several paths with the same number
of real nodes, select the path with less virtual nodes pro-
cedure , if still same, select the path by ACPM ), and
then assign the link list to Listl... ListR(r <n).

Step 3 :Select the minimum of Listx(x belong to R).

Step 4 : Traverse the path from began to end, search
for the first no-scheduled real node which is closest to
leaf nodes.

Step 5. If there is no no-scheduled forged node in the
set of this real node, turn to Step 6, otherwise, turn to
Step 10.

Step 6 . If there is no no-scheduled virtual node in the
set of this real node, turn to Step 7, otherwise, turn to
Step 11.

Step 7. 1If the real node can be scheduled in the e-
quipment set to begin processing at the earliest time,
then select the equipment by equipment balanced strate-
gy and schedule the procedure, turn to Step 8, other-
wise, search for the equipment in this set which can
make the procedure begin processing as early as possi-
ble,and then schedule the procedure by equipment bal-
anced strategy,turn to Step 8.

Step 8. If the real node satisfy the constraint in the
No-Wait workgroup, turn to Step 9, otherwise, turn to
Step 17.

Step 9 . If subsequent real node exists in the real node
list, select the subsequent node,and turn to Step 5, oth-
erwise, turn to Step 18.

Step 10 Find the path which has the largest number
of forged nodes,and select it as scheduling path, turn to
Step 4.

Step 11: Confirm the scheduling order of virtual
nodes according to using the ACPM, and select the vir-
tual node which needs to be processed firstly, turn to
Step 13.

Step 12 :Select the next virtual node to be scheduled
according to ACPM.

Step 13.1f the virtual node could be processed at the
earliest begin processing time, then process it, turn to
Stepl5 , otherwise , turn to Step 14.

Step 14 Select the equipment with earliest end pro-
cessing time according to the adaptive flexible schedu-
ling strategy, then process the procedure on it, turn to
Step 15.

Step 15. If there are no-scheduling virtual nodes in
the set,turn to Step 12, otherwise, turn to Step 16.

Step 16 schedule the real nodes in the set, turn to
Step 8.

Step 17 ; Judge whether the begin processing time of
the node could be delayed,if so, put off processing the
procedure , otherwise, all of the procedures in this no-
wait workgroup are processed in the end,turn to Step 9.

Step 18.If there are no-scheduling paths in Listx, se-
lect the path with the minimum x , turn to Step 4 ; if not,
the rest of standard flexible procedures are scheduled
according to ACPM and adaptive flexible scheduling
strategy ,turn to Step 19.

Step 19 : The end.
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V. Conclusions

Comprehensive and flexible scheduling algorithm
complex product without waiting for the proposed link-
age constrained scheduling method used, in line with
no-wait constraint between programs. Because it takes
full advantage of the process is more flexible scheduling
of equipment selection function, the program is sched-
uled to achieve an early end of the processing time of
the device.

As a result, the algorithm provides a reference to re-
solve particularly flexible scheduling problem,which has
certain theoretical and practical value of the synthesis
problem.
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Abstract—  The functional requirements of embedded sys-
tems in automotive engineering, aircraft construction, and
space industry are continuously rising. Nowadays, the indi-
vidual tasks of these systems are very complex,so they have
to be separated into different subsystems. Also the field of
application puts high requirements to these systems with re-
spect to reliability and real-time capabilities. To provide a
high performance system, that satisfies conservative cost re-
strictions, this paper proposes a cluster platform for distribu-
ted embedded systems. The communication infrastructure of
the cluster is based on a recon. gurable bus architecture for
on-chip communication and Ethernet for interchip communi-
cation. The proposed solution shows, that a cluster infra-
structure can also be realised on cost-optimised FPGAs with
less logic resources.

I . INTRODUCTION

The functional requirements of embedded systems in
automotive engineering, aircraft construction, and space
industry are continuously rising. Nowadays, the individu-
al tasks of these systems are very complex,so they have
to be separated into different subsystems[9 ]. Also the
growing degree of automation forces the system designers
to build up increasingly powerful systems with a high re-
liability and real-time capabilities. Next to this high per-
formance , these systems, especially in the fields of au-
tonomous driving and unmanned aerial vehicles,have to
satisfy conservative cost restrictions like size , weight, en-
ergy consumption ,and price[ 2].

An important aspect in the mentioned field of applica-
tion is the localisation of the vehicle in the real world
and the estimation of its surroundings. For example an
autonomous car on a multi-lane motorway needs informa-
tion about the lane it is driving on and about the other
cars around it. An unmanned aerial vehicle during the
landing approach needs information about its relative
position to the runway and obstacles in front of it. A va-
riety of sensors like ultrasonic sensors, laser sensors, and
electro optical sensors are used in today's applications to
gain knowledge about the environment. Especially the
latter ones provide a huge amount of data,that has to be
processed in a short amount of time.

Programmable hardware modules like Field Program-

* We gratefully acknowledge the cooperation of our project partners and
the . nancial support of the DFG ( Deutsche Forschungsgemeinschaft)
within the Federal Cluster of Excellence EXC 1075" MERGE" .

mable Gate Arrays ( FPGA ), as they provide a good
trade-off between the speed of circuit level specialised
ASICs and the programming flexibility of general pur-
pose processors [ 6 |, are commonly used to accelerate
such image processing applications. In[2] an FPGA-
based runway detection based on colour images is pro-
posed. Currently the working software prototype is
mapped to the hardware platform presented in[ 1]. The
image processing algorithms shall be realised on one of
the biggest FPGAs from the Xilinx Virtex-6 DSP family.
Although this chip is very powerful and provides a lot of
logical resources, it is on the one hand very expensive
and on the other hand it can be a single point of failure.
To counter this problem,a cluster out of FPGAs can in-
crease the reliability of such a system. The proposed da-
ta and task parallisation concept in[2] will also fit to
such distributed architectures. With the use of several
FPGAs, smaller and more cost-optimised chips can be
used.

In this paper an FPGA-based cluster platform for
reconfigurable distributed embedded systems is presen-
ted. The nodes of the cluster will be realised with cost-
optimised Xilinx Spartan-6 FPGAs. In section Il other
FPGA-based cluster systems and systems used for real-
time image processing are discussed. Section [I[ presents
the system setup. Section [V focuses on the communica-
tion infrastructure. In section V the results in the form
of occupied resources are presented. Finally, section VI
draws a conclusion and gives an outlook about the future
work.

II. STATE OF THE ART

FPGA-based cluster systems are commonly used for
high performance applications. There are several archi-
tectures in the academic field like the Novo-G super-
computer, developed at the US National Science
Foundation's Center for High-Performance Reconfigu-
rable Computing at the University of Florida [ 4], or
commercial solutions like the DNBF_12_12 Cluster ,de-
veloped by the DINI Group[5]. As both are used for
high performance computing, they will not fit to the field
of application that is considered in this work. Neverthe-
less, these supercomputing architectures form the base
for hardware acceleration architectures in the ebedded

field.
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One of this architectures is the CUBE FPGA Cluster,
that consists of up to 512 Xilinx Spartan-3 FPGAs[6].
It provides a cost effective cluster framework to solve re-
search tasks and real-world applications. Its symetric de-
sign and fixed communication infrastructure ease the ap-
plication design,but make it not flexible enough for the
applications that are considered in this work.

Other architectures, like the one described in[ 1] ,re-
alise the complete application on a huge single chip with
a lot of logic resources. A failure in this chip will direct-
ly result in a failure of the complete system. In terms of
reliability such single point of failures should be avoi-
ded. This can be done,using several redundant process-
ing units[ 8]. In the case of a failure, another chip will
continue the execution of the application. On the one
hand such a setup will be a waste of resources as the
second chip is only needed, if there is a failure in the
first. On the other hand it will have a negative impact on
the strict cost restrictions of such embedded systems in
terms of size ,weight,and price.

Next to these FPGA-based solutions, a lot of image
processing application are realised with GPUs. Parallel
computing architectures like the CUDA framework from
the NVIDIA Corporation [ 3 ] combine the flexibility of
software programming with the acceleration capabilities
of parallel execution on hardware. The only drawback of
these architectures is the still high energy consumption
such systems have compared to FPGA-based solutions.
To combine these two worlds, there is also research go-

ing on to compile CUDA kernels onto FPGAs[7].

1. SYSTEM SETUP

Since all presented solutions have their pros and
cons , as they are specialised to a dedicated problem , this
paper proposes an architecture, that is placed between
the fixed architecture of the CUBE FPGA Cluster and
the single chip solution from [ 1]. The evaluation plat-
form is realised on Digilent Nexys 3 boards with a Xilinx
Spartan-6 XC6LX16-CS324 FPGA on them. The com-
munication between the cluster nodes is realised over
Ethernet. The topology of the cluster is flexible and can
be adapted to the dedicated application.

The different tasks of the application are realised as
modules on the FPGA. Each node in the cluster provides
several slots,where these modules can be placed. Each
slot has the same amount of logical resources, so the
modules can be distributed arbitrary on the chip. The a-
mount of slots per FPGA is also flexible to fit the task
granularity of the application. Although all slots have the
same size,the different modules can exceed this. In this
case the module will occupy several slots. Nevertheless,
it is not possible to split a slot between two modules.
Fig. 1 illustrates this exemplarily for an FPGA with 9
slots and 5 tasks. Task A needs 3 slots, Task B and Task
E two, and Task C and Task D one. As depicted, the
slots of such bigger tasks have to be next to each other.
This requires a mapping strategy to find a good distribu-
tion of the modules to the slots. This is an independent
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topic and not considered in this work.
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Fig.1 Exemplary mapping of tasks to the module slots

IV. COMMUNICATION INFRASTRUCTURE

The communication in the cluster is divided into two
different parts:the on-chip communication and the inter-
chip communication. The first one is realised by a spe-
cially developed bus architecture ,the Reconf Bus(RCB).
The communication between the cluster nodes is realised
with a bus bridge, that connects two RCB instances on
different FPGAs with each other. The data between two
FPGAs is transmitted via Ethernet.

A. On-Chip Communication : Reconf Bus

The RCB is a bus architecture specially developed for
distributed FPGA applications. Next to the support for
partial reconfiguration by the possibility to disable and
reset single modules, it also considers the resource re-
strictions of FPGAs. As several modules are placed on a
single FPGA ,the resources occupied by the bus,have to
be minimised. To achieve this, the bus can be parame-
terised in terms of data width, the maximum number of
connectable modules,and the number of possible paral-
lel transmissions.

The requirement for real-time capabilities leads to im-
portant characteristics of the bus:The communication is
packet oriented, so the sender does not have to wait for
the establishment of the communication channel. This is
important especially for inter-chip communication to a-
void the blocking of the complete communication line.
Also the maximum packet length and waiting time are
limited , so the bus will not block in case of an error in-
side a module. Each module has a priority value as-
signed to it. When two modules want to send a package
at the same time, conflicts can be resolved and no mod-
ule specific behaviour has an impact on this. To avoid a
permanent blocking of a module with a low priority, the
values are dynamic. Each time a module successfully
starts a transmission, it gets the lowest priority on the
bus, while all other modules increase their priority val-
ue.

Fig. 2 shows a schematic representation of the bus ar-
chitecture. It consists of a Port Connector ,one ore more



Transfer Lanes, a Switch Matrix, and the central Bus
Controller. The modules are connected to the Port Con-
nector ,that recognises request to the bus and forwards
them to the central controller. It also contains the logic
to disable and reset the modules. The Transfer Lanes
handle the package transmission between two connected
modules. If more than one lane is available, accordingly
more packets can be transmitted in parallel. The Switch
Matrix can establish arbitrary connections between the

modules and the Transfer Lanes. During a transmission a
Transfer Lane is connected to exactly two modules, the
sender and the receiver. The central Bus Controller man-
ages the requests of the Port Connector and the Transfer
Lanes ,resolves the conflicts based on the priorities, and
provides the control signals for all bus components. The
logic for disabling and resetting the modules can be ac-
cessed via a Control Interface.

Transfer
Lane

=
=
=

Switch Matrix

Transfer
Lane

=

=

Adapter

—

Port Connector
E0=

Modules

—
R—1

Bus Controller

<:$ Control
Interface

Fig.2  Architecture of the Reconf Bus

The depicted Adapter is not directly a component of
the bus. It is used to connect the modules with the bus.
An easy interface supports the module implementation,
as the complex RCB protocol is realised within the A-
dapter. Furthermore it has routing capabilities to enable
a routing of the packets between the modules. To realise
this, it provides internal ports to the module for incom-
ing and outgoing packets. Depending on which port a
packet is received ,the module can handle the data dif-
ferently. The outgoing ports are used to address an entry
in a routing table inside the Adapter. Depending on the
module's needs , the Adapter can be parameterised by the
number of incoming and outgoing ports and the data
width of the routing table. The routing information can
be configured by sending a packet to the module, so
there has to be no memory interface to configure the a-
dapters.

B. Inter-Chip Communication : RCB-Ethernet-Bridge

The RCB-Ethernet-Bridge is realised as a module for
the RCB and can be directly connected to its module
ports. For the Ethernet communication the Tri-Mode
Ethernet MAC 1P core from XILINX is used. As the Nex-
ys 3 boards only have one Ethernet port, this port has to
be used to connect it to all neighbouring nodes. Com-
monly such infrastructures are realised with high-speed
serial interfaces like the GTP Transceivers[ 11 ] ,that are
also available on some Spartan-6 FPGAs. The bridge is
designed to model these point-to-point-communications,
so the transmission medium ( Ethernet) can be changed
with little effort.

The structure of a RCB-Ethernet-Bridge module is de-

picted in Fig. 3. To model the point-to-point-communi-
cations , the module has several connections to the RCB
(Adapters ) . Each adapter realises a connection to a dif-
ferent neighbouring node. Received data and data to
transmit is buffered in First-In-First-Out ( FIFO ) memo-
ries. To synchronise between the 100 MHz clock fre-
quency of the RCB and the 25 MHz of the Ethernet
transceiver, these FIFOs provide an independent read
and write clock. Separate Finite-State-Machines ( FSM )
control the sending and receiving of data packets over
the Ethernet core. This core provides an easy to imple-
ment LocalLink [ 10 | interface. As the IP cores for the
GTP Transceivers provide a similar interface , they can be
exchanged easily by adapting the FSMs.

Data, that is received over the RCB,is stored in the
TX FIFO. The Ethernet packet is sent using the User
Datagram Protocol ( UDP) to minimise the communica-
tion overhead, as all adapters have to share one port.
The destination IP and MAC address as well as the des-
tination port in the UDP frame can be configured for
each adapter separately. The destination UDP port is
used to select the adapter on the receiving side. The
Ethernet packets are generated by the TX FSM. It
checks with a round robin scheduling strategy the trans-
mission memories of all adapters to treat the different
logical connections equally.

Data, that is received over the Ethernet interface, is
processed by the RX FSM. The destination port of the
UDP frame is used to select the adapter to which the da-
ta is forwarded. The adapter is then responsible to send
the data, using the configured routing information, over

the RCB.
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The FIFOs are configured to fit the maximum packet
length of the RCB. As consequence they can buffer only
one packet. Further packets will be dismissed as long
the FIFO is not empty. For packets, that shall be sent o-
ver Ethernet,the TX FSM will start immediately sending
after the first data is available in the FIFO. As the fre-
quency ,data is written to the memory, is higher than the
frequency it is read out,there can be no conflicts with
missing data. For data, that is received over Ethernet,
the payload is extracted from the Ethernet frame. When
two packets are received consecutively,the time for ex-
tracting the data from the Ethernet frame will be long e-
nough ,due to the different clock frequencies, for the a-

dapter to send the packet over the RCB and clear the
FIFO. So this one packet buffer has no negative impact
on the communication.

With the realisation as module for the RCB, the
bridge integrates seamlessly into the communication en-
vironment. As it is connected to the RCB like any other
module , it forwards received packets to another node in
the cluster, where the data is again forwarded over the
local RCB instance. With this, there is no difference for
any module on the RCB in on-chip and inter-chip com-
munication , which will result in one logical ReconfBus
(see Fig.3)and a high flexibility for the module place-
ment.

RCB (FPGA 0) > < RCB (FPGA )
oo e SRR i
T Fithemel Core
LocalLink ;T—v [LocalLi [LocalLi
RX FSM - £ TXESM

Router/Switch

g
4
2
=
3
<

LocalLi

3

alLin

&Y

[CocalLink}
Ethernet Core
l

U Adapter 01— {Adapter L-I

T - ____ | I i
RCB (FPGA 2) > < RCB (FPGA 3)
Fig.3  Architecture of the RCB-Ethernet-Bridge
Table [
CONSUMPTION OF SLICES
V. RESULTS AND CONCLUSION
Data Port Lane Adapter Occupied
To show the functionality of the communication infra- Width Count Count Count Slices
structure, a small debugging module, the UART Dae-
. 8 4 1 2 52%
mon ,was developed. It is connected to a module port
and to the control interface of the RCB. Over a serial in- 8 6 1 3 59%
terface , control information ( enable/disable/reset mod- 6 o | . |
ules ) and packets can be emitted to the RCB. With this, %
routing information can be written to the adapters of the 16 8 3 2 61%
RCB-Ethernet-Bridge and packets can be transmitted .
through the cluster. Using this method , several scenarios 16 8 3 4 9%

with different cluster structures were successfully tested.

The used resources of the proposed communication
infrastructure was also evaluated. For different con. gu-
rations the following consumption of slices could be a-

chieved in Table .
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The results show a comparatively high resource con-
sumption with more than 50% of the available slices,
depending on the con. gured structure of the cluster.
This is related to the used FPGA. The XC6LX16 is one
of the smallest FPGAs from the Spartan-6 family. On a
XC6LX150 FPGA the used slices would represent
only=5% to 8% of the available slices. The resource
utilisation will also slightly improve for a bigger design
as the synthesis tools will try to find a more optimised
placement if the available resources get low.

VI. CONCLUSION AND OUTLOOK

In this work,a very flexible and highly scalable clus-
ter platform was presented. Its transparent communica-



tion with the available adapter simplify the integration of
new modules. It could also be shown, that the needed
resources are very low,so the proposed cluster platform
can be realised even on very small FPGAs.

In the next step,the communication overhead shall be
considered. An easy image processing, using the exam-
ple of a JPEG compression, will be realised with the
cluster platform. The results will then be compared with

a single FPGA solution on a XILINX Virtex-6 FPGA.
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